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Preface

This is a book on the mathematical theory of quantum information, focusing
on a formal presentation of definitions, theorems, and proofs. It is primarily
intended for graduate students and researchers having some familiarity with
quantum information and computation, such as would be covered in an
introductory-level undergraduate or graduate course, or in one of several
books on the subject that now exist.

Quantum information science has seen an explosive development in recent
years, particularly within the past two decades. A comprehensive treatment
of the subject, even if restricted to its theoretical aspects, would certainly
require a series of books rather than just one. Consistent with this fact, the
selection of topics covered herein is not intended to be fully representative
of the subject. Quantum error correction and fault-tolerance, quantum
algorithms and complexity theory, quantum cryptography, and topological
quantum computation are among the many interesting and fundamental
topics found within the theoretical branches of quantum information science
that are not covered in this book. Nevertheless, one is likely to encounter
some of the core mathematical notions discussed in this book when studying
these topics.

More broadly speaking, while the theory of quantum information is of
course motivated both by quantum mechanics and the potential utility of
implementing quantum computing devices, these topics fall well outside of
the scope of this book. The Schréodinger equation will not be found within
these pages, and the difficult technological challenge of building quantum
information processing devices is blissfully ignored. Indeed, no attention is
paid in general to motives for studying the theory of quantum information; it
is assumed that the reader has already been motivated to study this theory,
and is perhaps interested in proving new theorems on quantum information
of his or her own.

viii Preface

Some readers will find that this book deviates in some respects from the
standard conventions of quantum information and computation, particularly
with respect to notation and terminology. For example, the commonly used
Dirac notation is not used in this book, and names and symbols associated
with certain concepts differ from many other works. These differences are,
however, fairly cosmetic, and those who have previously grown familiar with
the notation and conventions of quantum information that are not followed
in this book should not find it overly difficult to translate between the text
and their own preferred notation and terminology.

Each chapter aside from the first includes a collection of exercises, some of
which can reasonably be viewed as straightforward, and some of which are
considerably more difficult. While the exercises may potentially be useful
to course instructors, their true purpose is to be useful to students of the
subject; there is no substitute for the learning experience to be found in
wrestling with (and ideally solving) a difficult problem. In some cases the
exercises represent the results of published research papers, and in those
cases there has naturally been no attempt to disguise this fact or hide their
sources, which may clearly reveal their solutions.

I thank Debbie Leung, Ashwin Nayak, Marco Piani, and Patrick Hayden
for helpful discussions on some of the topics covered in this book. Over a
number of years, this book has developed from a set of lecture notes, through
a couple of drafts, to the present version, and during that time many people
have brought mistakes to my attention and made other valuable suggestions,
and I thank all of them. While the list of such people has grown quite long,
and will not be included in this preface, I would be remiss if I did not
gratefully acknowledge the efforts of Yuan Su and Maris Ozols, who provided
extensive and detailed comments, corrections, and suggestions. Thanks are
also due to Sascha Agne for assisting me with German translations.

The Institute for Quantum Computing and the School of Computer
Science at the University of Waterloo have provided me with both the
opportunity to write this book and with an environment in which it was
possible, for which I am grateful. T also gratefully acknowledge financial
support for my research program provided by the Natural Sciences and
Engineering Research Council of Canada and the Canadian Institute for
Advanced Research.

Finally, I thank Christiane, Anne, Liam, and Ethan, for reasons that have
nothing to do with quantum information.

John Watrous
Waterloo, January 2018



1

Mathematical preliminaries

This chapter is intended to serve as a review of mathematical concepts to
be used throughout this book, and also as a reference to be consulted as
subsequent chapters are studied, if the need should arise. The first section
focuses on linear algebra, and the second on analysis and related topics.
Unlike the other chapters in this book, the present chapter does not include
proofs, and is not intended to serve as a primary source for the material it
reviews—a collection of references provided at the end of the chapter may
be consulted by readers interested in a proper development of this material.

1.1 Linear algebra

The theory of quantum information relies heavily on linear algebra in finite-
dimensional spaces. The subsections that follow present an overview of the
aspects of this subject that are most relevant within the theory of quantum
information. It is assumed that the reader is already familiar with the most
basic notions of linear algebra, including those of linear dependence and
independence, subspaces, spanning sets, bases, and dimension.

1.1.1 Complex Euclidean spaces

The notion of a complex Euclidean space is used throughout this book. One
associates a complex Euclidean space with every discrete and finite system;
and fundamental notions such as states and measurements of systems are
represented in linear-algebraic terms that refer to these spaces.

Definition of complex Fuclidean spaces

An alphabet is a finite and nonempty set, whose elements may be considered
to be symbols. Alphabets will generally be denoted by capital Greek letters,
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including ¥, T, and A, while lower case Roman letters near the beginning
of the alphabet, including a, b, ¢, and d, will be used to denote symbols
in alphabets. Examples of alphabets include the binary alphabet {0,1}, the
n-fold Cartesian product {0, 1}"™ of the binary alphabet with itself, and the
alphabet {1,...,n}, for n being a fixed positive integer.

For any alphabet ¥, one denotes by C* the set of all functions from ¥
to the complex numbers C. The set C* forms a vector space of dimension
|2| over the complex numbers when addition and scalar multiplication are
defined in the following standard way:

1. Addition: for vectors u,v € C=, the vector v + v € C* is defined by the
equation (u+v)(a) = u(a) + v(a) for all a € X.

2. Scalar multiplication: for a vector u € C* and a scalar « € C, the vector
au € C* is defined by the equation (au)(a) = au(a) for all a € X.

A vector space defined in this way will be called a complex Fuclidean space.!

The value u(a) is referred to as the entry of u indexed by a, for each u € C*
and a € 3. The vector whose entries are all zero is simply denoted 0.

Complex Euclidean spaces will be denoted by scripted capital letters near
the end of the alphabet, such as W, X, ), and Z. Subsets of these spaces
will also be denoted by scripted letters, and when possible this book will
follow a convention to use letters such as A4, BB, and C near the beginning of
the alphabet when these subsets are not necessarily vector spaces. Vectors
will be denoted by lowercase Roman letters, again near the end of the
alphabet, such as u, v, w, z, y, and z.

When n is a positive integer, one typically writes C" rather than Cilnd,
and it is also typical that one views a vector u € C™ as an n-tuple of the

form u = (a1, ...,q,), or as a column vector of the form
o
u=|: |, (1.1)
Qn
for complex numbers aq, ..., a,.

For an arbitrary alphabet 3, the complex Euclidean space C¥ may be
viewed as being equivalent to C™ for n = |X|; one simply fixes a bijection

f:AL...,n} =% (1.2)
and associates each vector u € C¥ with the vector in C* whose k-th entry
1 Many quantum information theorists prefer to use the term Hilbert space. The term complex

FEuclidean space will be preferred in this book, however, as the term Hilbert space refers to a
more general notion that allows the possibility of infinite index sets.
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is u(f(k)), for each k € {1,...,n}. This may be done implicitly when there
is a natural or obviously preferred choice for the bijection f. For example,
the elements of the alphabet ¥ = {0, 1}2 are naturally ordered 00, 01, 10,
11. Each vector u € C* may therefore be associated with the 4-tuple

(u(00),u(01),u(10), u(11)), (1.3)
or with the column vector
1(00)
u(01)
u(10) , (1.4)
u(11)

when it is convenient to do this. While little or no generality would be
lost in restricting one’s attention to complex Euclidean spaces of the form
C"™ for this reason, it is both natural and convenient within computational
and information-theoretic settings to allow complex Euclidean spaces to be
indexed by arbitrary alphabets.

Inner products and norms of vectors

The inner product {u,v) of two vectors u,v € C* is defined as

(u,v) = Z@v(a). (1.5)

acx

It may be verified that the inner product satisfies the following properties:
1. Linearity in the second argument:
(u, av + Bw) = alu,v) + S{u, w) (1.6)

for all u,v,w € C* and o, € C.
2. Conjugate symmetry:

for all u,v € C>.
3. Positive definiteness:

(u,u) >0 (1.8)
for all u € C*, with equality if and only if u = 0.

It is typical that any function satisfying these three properties is referred to
as an inner product, but this is the only inner product for vectors in complex
Fuclidean spaces that is considered in this book.

4 Mathematical preliminaries

The Euclidean norm of a vector u € C* is defined as

lull = {u,u) = [ lu(a)?. (1.9)

The Euclidean norm possesses the following properties, which define the
more general notion of a norm:

1. Positive definiteness: ||u|| > 0 for all u € C*, with ||u|| = 0 if and only if
u=0.
2. Positive scalability: ||cu|| = |a|||u| for all w € C* and « € C.
3. The triangle inequality: |[u + v|| < |lu|| + [|Jv| for all u,v € C=.
The Cauchy-Schwarz inequality states that
|(w, v)| < [lul[ o]l (1.10)

for all u,v € C*, with equality if and only if v and v are linearly dependent.
The collection of all unit vectors in a complex Euclidean space X is called
the unit sphere in that space, and is denoted

Sy ={uex :|lu] =1 (1.11)

The Euclidean norm represents the case p = 2 of the class of p-norms,
defined for each u € C* as

lull, = (Du(anp) ' (1.12)

acy
for p < o0, and
lulloo = max{|u(a)| : a € X}. (1.13)
The above three norm properties (positive definiteness, positive scalability,

and the triangle inequality) hold for ||-|| replaced by ||-||, for any choice of
p € [1,00].

Orthogonality and orthonormality

Two vectors u,v € C* are said to be orthogonal if (u,v) = 0. The notation
u L v is also used to indicate that w and v are orthogonal. More generally,
for any set A C C*, the notation u | A indicates that (u,v) = 0 for all
vectors v € A.

A collection of vectors

{ug : a €T} CC® (1.14)

indexed by an alphabet T, is said to be an orthogonal set if it holds that
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(ug,up) = 0 for all choices of a,b € T with a # b. A collection of nonzero
orthogonal vectors is necessarily linearly independent.

An orthogonal set of unit vectors is called an orthonormal set, and when
such a set forms a basis it is called an orthonormal basis. It holds that an
orthonormal set of the form (1.14) is an orthonormal basis of C* if and only
if T| = |¥|. The standard basis of C* is the orthonormal basis given by
{eq : a € X}, where

1 ifa=0»b
ea(b)—{o ot (1.15)

for all a,b € X.

Direct sums of complex Euclidean spaces

The direct sum of n complex Euclidean spaces X; = C*1,..., X, = C>» is
the complex Euclidean space

@ X, =CH I (1.16)

where ¥ U - - - U X, denotes the disjoint union of the alphabets 31, ...,3,,
defined as

SiU-uSi= | {ka):ae i) (1.17)
ke{l,...,n}
For vectors uy € &1, ..., u, € &), the notation u1 ®-- - Pu, e X1B--- DA,

refers to the vector for which
(u1 & -+ ® up)(k, a) = ug(a), (1.18)

for each k € {1,...,n} and a € Xy. If each uy, is viewed as a column vector
of dimension |X|, the vector u; @ - - ®u,, may be viewed as a column vector

Ul
(1.19)

Unp

having dimension |Xq1| + - + | X,
Every element of the space X} @ --- ® X}, can be written as u1 @ -+ - P uy,
for a unique choice of vectors uq,...,u,. The following identities hold for
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every choice of uy, vy € X1,...,up, vy, € Xy, and o € C:
U D DUy +01 P Doy = (U +v1) D D (up, + vp), (1.20)
alu1 @ ®uy) = (auy) & - & (cquy), (1.21)
(U1 @+ D Up, V1 B -+ Dup) = (U1, v1) + -+ + (Up, Un). (1.22)

Tensor products of complex Fuclidean spaces

The tensor product of n complex Euclidean spaces X; = C*1,..., X, = C>»
is the complex Euclidean space

X ® - @ Ay, = CT1xxEn, (1.23)

For vectors u; € X1,...,u, € X,, the notation u1 ® - - - Qu, € X1 ®--- X,
refers to the vector for which

(U1 @ -+ Q@un)(a1,...,an) = ur(ar) - up(an). (1.24)

Vectors of the form u1 ®- - -®u,, are called elementary tensors. They span the
space X} ® - --® X, but not every element of X1 ® ---® &}, is an elementary
tensor.

The following identities hold for all vectors ui, vy € XY, ..., Un, vy € Xy,
scalars «, 8 € C, and indices k € {1,...,n}:

U Q- QuUk—1 ® (aug + Pug) @ Up1 @ -+ @ Up,
=a(u ® - QU] QU QUptr1 ® - ® Up) (1.25)
+5(U1®...®Uk—1®vk®uk+l®...®un)7
(U @+ @ Uy, 01 @ -+ @ vy) = (U1, v1) -+ - (U, Vp). (1.26)

Tensor products are often defined in a way that is more abstract (and more
generally applicable) than the definition above, which is sometimes known
more specifically as the Kronecker product. The following proposition is a
reflection of the more abstract definition.

Proposition 1.1 Let Xy,..., X, and Y be complex Fuclidean spaces and
let

XXX Xy =Y (1.27)
be a multilinear function, meaning a function for which the mapping

ug = o(ug, ..., uy) (1.28)
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is linear for all k € {1,...,n} and every fixed choice of vectors uy, ..., ux_1,
Uk41,- -+, Un. There exists a unique linear mapping

A ® - ®@X, Y (1.29)
such that
d(ug, ... uy) = Alu @ - - Q@ uy) (1.30)
for all choices of u; € Xy,...,u, € X,.

If X is a complex Euclidean space, u € X is a vector, and n is a positive
integer, then the notations X®™ and u®" refer to the n-fold tensor product
of either X' or u with itself. It is often convenient to make the identification

X=X @@ X, (1.31)

under the assumption that X7,..., X, and X all refer to the same complex
Euclidean space; this allows one to refer to the different tensor factors in
X®m individually, and to express X1 ® --- ® &, more concisely.

Remark A rigid interpretation of the definitions above suggests that tensor
products of complex Euclidean spaces (or of vectors in complex Euclidean
spaces) are not associative, insofar as Cartesian products are not associative.
For instance, given alphabets 3, ', and A, the alphabet (X xT') x A contains
elements of the form ((a,b), c), the alphabet ¥ x (I' x A) contains elements
of the form (a, (b, ¢)), and the alphabet ¥ x I' x A contains elements of the
form (a,b,c), fora € ¥, b € T, and ¢ € A. For X = C*, Y = CT, and
Z =CM, one may therefore view the complex Euclidean spaces (Y @ )Y)® Z,
X®(Y®Z),and X ® Y ® Z as being different.

However, the alphabets (£ x I') x A, ¥ x (I' x A), and ¥ x I' x A can
of course be viewed as equivalent by simply removing parentheses. For this
reason, there is a natural equivalence between the complex Euclidean spaces
(XRYV)®Z, X ((YV®Z),and ¥ ®Y ® Z. Whenever it is convenient,
identifications of this sort are made implicitly throughout this book. For
example, given vectors u € X ® Y and v € Z, the vector v ® v may be
treated as an element of X ® Y ® Z rather than (Y ® V) ® Z.

Although such instances are much less common in this book, a similar
convention applies to direct sums of complex Euclidean spaces.

Real Euclidean spaces
Real Euclidean spaces are defined in a similar way to complex Euclidean
spaces, except that the field of complex numbers C is replaced by the field
of real numbers R in each of the definitions and concepts in which it arises.

8 Mathematical preliminaries

Naturally, complex conjugation acts trivially in the real case, and therefore
may be omitted.

Complex Euclidean spaces will play a more prominent role than real ones
in this book. Real Euclidean spaces will, nevertheless, be important in those
settings that make use of concepts from the theory of convexity. The space
of Hermitian operators acting on a given complex Euclidean space is an
important example of a real vector space that can be identified with a real
Euclidean space, as is discussed in the subsection following this one.

1.1.2 Linear operators

Given complex Euclidean spaces X and Y, one writes L(X,Y) to refer to
the collection of all linear mappings of the form

A X =Y. (1.32)

Such mappings will be referred to as linear operators, or simply operators,
from X to Y in this book. Parentheses are omitted when expressing the
action of linear operators on vectors when no confusion arises in doing so.
For instance, one writes Au rather than A(u) to denote the vector resulting
from the application of an operator A € L(X,)) to a vector u € X.

The set L(X,)) forms a complex vector space when addition and scalar
multiplication are defined as follows:

1. Addition: for operators A, B € L(X,Y), the operator A+ B € L(X,))
is defined by the equation

(A4 B)u = Au+ Bu (1.33)

for all u € X.
2. Scalar multiplication: for an operator A € L(X,)) and a scalar o € C,
the operator A € L(X,)) is defined by the equation

(aA)u = aAu (1.34)
for all u € X.
Matrices and their correspondence with operators
A matriz over the complex numbers is a mapping of the form
M:TxX—C (1.35)

for alphabets ¥ and I'. For @ € I and b € ¥ the value M (a,b) is called the
(a,b) entry of M, and the elements a and b are referred to as indices in this
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context: a is the row index and b is the column index of the entry M (a,b).
Addition and scalar multiplication of matrices are defined in a similar way
to vectors in complex Euclidean spaces:

1. Addition: for matrices M : T'x ¥ — C and N : ' x ¥ — C, the matrix
M + N is defined as

(M + N)(a,b) = M(a,b) + N(a,b) (1.36)

forallaeT and b € X.
2. Scalar multiplication: for a matrix M : ' x ¥ — C and a scalar a € C,
the matrix aM is defined as

(aM)(a,b) = aM(a,b) (1.37)
forallae ' and b € X.
In addition, one defines matrix multiplication as follows:

3. Matrix multiplication: for matrices M :I'x A - Cand N : A x X — C,
the matrix MN : T' x ¥ — C is defined as

(MN)(a,b) =>_ M(a,c)N(c,b) (1.38)
ceN

foralla eI and b € 3.

For any choice of complex Euclidean spaces X = C* and Y = CT, there is
a bijective linear correspondence between the set of operators L(X,)) and
the collection of all matrices taking the form M : I'x X — C that is obtained
as follows. With each operator A € L(X,)), one associates the matrix M
defined as

M(a,b) = (eq, Aep) (1.39)

for a € " and b € . The operator A is uniquely determined by M, and may
be recovered from M by the equation

(Au)(a) = Z M (a,b)u(b) (1.40)
bex
for all @ € . With respect to this correspondence, matrix multiplication is
equivalent to operator composition.
Hereafter in this book, linear operators will be associated with matrices
implicitly, without the introduction of names that distinguish matrices from
the operators with which they are associated. With this in mind, the notation

A(a,b) = (ea, Aes) (1.41)
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is introduced for each A € L(X,Y), a € T, and b € ¥ (where it is to be
assumed that X = C*® and Y = CT, as above).

The standard basis of a space of operators

For every choice of complex Euclidean spaces X = C* and ) = CT, and
each choice of symbols a € T' and b € ¥, the operator E,; € L(X,Y) is
defined as

Eopu=u(b)e, (1.42)

for every v € X. Equivalently, F, is defined by the equation

1 if (¢,d) = (a,b)
E,p(c,d) = 1.43
ap(e,d) {0 otherwise (1.43)
holding for all ¢ € " and d € X. The collection
{Eep :a€T, beX} (1.44)

forms a basis of L(X,Y) known as the standard basis of this space. The
number of elements in this basis is, of course, consistent with the fact that
the dimension of L(X,)) is given by dim(L(X,Y)) = dim(X) dim()).

The entry-wise conjugate, transpose, and adjoint
For every operator A € L(X,)), for complex Euclidean spaces X = C* and
Y = CF, one defines three additional operators,
AcL(X,Y) and AT, A* € L(Y,X), (1.45)

as follows:

1. The operator A € L(X,)) is the operator whose matrix representation
has entries that are complex conjugates to the matrix representation of A:

A(a,b) = A(a,b) (1.46)

foralla e ' and b € X.
2. The operator AT € L(Y, X) is the operator whose matrix representation
is obtained by transposing the matrix representation of A:

AT(b,a) = A(a,b) (1.47)

foralla eI and b € X.
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3. The operator A* € L(Y,X) is the uniquely determined operator that
satisfies the equation
(v, Au) = (A%, u) (1.48)
for all w € X and v € Y. It may be obtained by performing both of the
operations described in items 1 and 2:
A* = AT (1.49)

The operators A, AT, and A* are called the entry-wise conjugate, transpose,
and adjoint operators to A, respectively.

The mappings A — A and A — A* are conjugate linear and A — AT is
linear:

aA+pB=aA+ BB,
(aA+ BB)* =aA* + BB*,
(aA+ BB)" = aA” + BB",
for all A, B € L(X,Y) and «, 8 € C. These mappings are bijections, each
being its own inverse.

Each vector u € X in a complex Euclidean space X may be identified with
the linear operator in L(C, X) defined as o — au for all & € C. Through
this identification, the linear mappings @ € L(C, X') and u", u* € L(X,C) are
defined as above. As an element of X', the vector @ is simply the entry-wise
complex conjugate of u, i.e., if X = C* then

a(a) = u(a) (1.50)

for every a € X. For each vector u € X’ the mapping u* € L(X,C) satisfies
u*v = (u,v) for all v € X.

Kernel, image, and rank
The kernel of an operator A € L(X,)) is the subspace of X' defined as
ker(A) ={ue X : Au=0}, (1.51)
while the image of A is the subspace of ) defined as
im(A) = {Au : ue X} (1.52)
For every operator A € L(X,)), one has that
ker(A) = ker(A*A) and im(A) =im(AA"), (1.53)
as well as the equation

dim(ker(A)) + dim(im(A)) = dim(X). (1.54)
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The rank of an operator A € L(X,Y), denoted rank(A), is the dimension of
the image of A:

rank(A) = dim(im(A)). (1.55)
By (1.53) and (1.54), one may conclude that
rank(A) = rank(AA*) = rank(A*A) (1.56)

for every A € L(X,)).
For any choice of vectors u € X and v € ), the operator vu* € L(X,))
satisfies

(vu*)w = v(u*w) = (u, w)v (1.57)
for all w € X. Assuming that u and v are nonzero, the operator vu* has
rank equal to one, and every rank one operator in L(X,Y) can be expressed
in this form for vectors u and v that are unique up to scalar multiples.

Operators involving direct sums of complex Fuclidean spaces
Suppose that
X =C",. .., X% =C" and Y1 =C", ..., Y,=C" (1.58)

are complex Euclidean spaces, for alphabets X1, ...,3, and I'y,...,T),. For
a given operator

AeLXi @ - 0X, N1 & @ Vn), (1.59)
there exists a unique collection of operators
{Ajr e L(X,Y;) 1 1<j<m,1<k<n} (1.60)
for which the equation
Aj,k(aa b) = A((.]7 a)v(kab)) (161)
holds for all j € {1,...,m}, k € {1,...,n}, a € T';, and b € ¥j. For all
vectors u; € Xy,...,u, € X,, one has that
Alur @ ®up) =01 @ Doy (1.62)
for v1 € V1,...,v;m € Vi being defined as
n
v; = Z A]‘Jguk (163)
k=1
for each j € {1,...,m}. Conversely, for any collection of operators of the

form (1.60), there is a unique operator A of the form (1.59) that obeys the
equations (1.62) and (1.63) for all vectors u; € &1, ..., up € Xy.
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There is therefore a bijective correspondence between operators of the
form (1.59) and collections of operators of the form (1.60). With respect to
the matrix representations of these operators, this correspondence may be
expressed succinctly as
A - Al
e (1.64)
Am,l Am,n
One interprets the right-hand side of (1.64) as the specification of the
operator having the form (1.59) that is defined by the collection (1.60) in
this way.

Tensor products of operators

Suppose that
X =C™, ... X, =C" and ) =Cl, ... Y, =C (1.65)

are complex Euclidean spaces, for alphabets ¥1,...,%, and I'1,...,T',. For
any choice of operators

Ay € L(X1, ), ..., Ap € L(X0, Vn), (1.66)
one defines the tensor product
A1® R4, LN ® - @X, 1@ @) (1.67)
of these operators to be the unique operator that satisfies the equation
(A1 ®- @A) (U1 Q- @up) = (A1u1) @ -+ ® (Apup) (1.68)

for all choices of u; € Xy,...,u, € X,. This operator may equivalently be
defined in terms of its matrix representation as

(A1 ® - @ An)((a1,. .-, an), (b1,...,bp))

= Ay(a1,b1) - An(an, by) (1.69)

forall ay €T'y,...,a, €T, and by € ¥q,...,b, € X,,.
For every choice of complex Euclidean spaces Xi,..., Xy, Vi,...,Vn, and
Z1,..., 2y, operators

A17B1 S L(leyl)a ey AnaBn € L(Xnayn)7

(1.70)
Cl S L(y1721)7 s CTL € L(yn’zn)7

14 Mathematical preliminaries
and scalars a, § € C, the following equations hold:
A1 @ @ Ap1 @ (@l + BBR) ® Ap1 ® - ®@ Ay

=a(41® @A 104 @ Ak ® - ® Ay) (1.71)
+AIR QA1 B Apy1 ® -+ Q@ Ay),

(CL® - @C)A @A) = (C1A1) ® - @ (Cudy), (1.72)
(A1® @A) =4]®@---® A, (1.73)
AQ @A, =A% A, (1.74)
(A1®---®A,)" =A4T®---® A;. (1.75)

Similar to vectors, for an operator A and a positive integer n, the notation
A®" refers to the n-fold tensor product of A with itself.

Square operators

For every complex Euclidean space X, the notation L(X") is understood to be
a shorthand for L(X, X'). Operators in the space L(X) will be called square
operators, due to the fact that their matrix representations are square, with
rows and columns indexed by the same set.

The space L(X) is an associative algebra; in addition to being a vector
space, the composition of square operators is associative and bilinear:

(XY)Z = X(YZ),
Z(aX 4+ BY) = aZX + BZY, (1.76)
(aX +BY)Z =aXZ + BY Z,

for every choice of X,Y,Z € L(X) and «, 8 € C.
The identity operator 1 € L(X) is the operator defined as 1u = u for all
u € X. It may also be defined by its matrix representation as

1 ifa=0b
]l(a,b)—{ 0 ifasb (1.77)

for all a,b € ¥, assuming X = C*. One writes 1y rather than 1 when it is
helpful to indicate explicitly that this operator acts on X.

For a complex Euclidean space X, an operator X € L(X) is invertible
if there exists an operator ¥ € L(X) such that YX = 1. When such an
operator Y exists it is necessarily unique and is denoted X~'. When the
inverse X1 of X exists, it must also satisfy X X! = 1.
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Trace and determinant

The diagonal entries of a square operator X € L(X), for X = C*, are those
of the form X (a,a) for a € ¥. The trace of a square operator X € L(X) is
defined as the sum of its diagonal entries:

Tr(X) =) X(a,a). (1.78)

Alternatively, the trace is the unique linear function Tr : L(X) — C such
that, for all vectors u,v € X, one has

Tr(uv*) = (v, u). (1.79)

For every choice of complex Euclidean spaces X and ) and operators
AeL(X,Y)and B € L(Y, X), it holds that

Tr(AB) = Tr(BA). (1.80)

This property is known as the cyclic property of the trace.
By means of the trace, one defines an inner product on the space L(X, )
as follows:

(A,B) = Tr(A*B) (1.81)
for all A, B € L(X,)). It may be verified that this inner product satisfies
the requisite properties of being an inner product:

1. Linearity in the second argument:
(A,aB + BC) = a(A, B) + B(A,C) (1.82)

forall A, B,C € L(X,Y) and «, 3 € C.
2. Conjugate symmetry:

(A, B) = (B, A) (1.83)

for all A,B € L(X,)).
3. Positive definiteness: (A, A) > 0 for all A € L(X,Y), with equality if and
only if A=0.

The determinant of a square operator X € L(X), for X = C*, is defined
by the equation

Det(X) = Z sign(m) H X(a,m(a)). (1.84)

7eSym(X) a€s

Here, the set Sym(X) denotes the collection of all permutations 7 : X — 3,

16 Mathematical preliminaries

and sign(w) € {—1,+1} denotes the sign (or parity) of the permutation .
The determinant is multiplicative,

Det(XY') = Det(X) Det(Y) (1.85)
for all X,Y € L(X), and Det(X) # 0 if and only if X is invertible.

FEigenvectors and eigenvalues
If X € L(X) is an operator and u € X is a nonzero vector for which it holds
that

Xu=\u (1.86)

for some choice of A € C, then u is said to be an eigenvector of X and A is
its corresponding eigenvalue.
For every operator X € L(X), one has that

px(a) =Det(aly — X) (1.87)

is a monic polynomial in the variable a having degree dim(X), known as
the characteristic polynomial of X. The spectrum of X, denoted spec(X),
is the multiset containing the roots of the polynomial px, where each root
appears a number of times equal to its multiplicity. As px is monic, it holds
that

px(a)= [ (a=A). (1.88)

A€spec(X)

Each element A € spec(X) is necessarily an eigenvalue of X, and every
eigenvalue of X is contained in spec(X).

The trace and determinant may be expressed in terms of the spectrum as
follows:

Tr(X)= > A and Det(X)= J] A (1.89)
Aespec(X) Aespec(X)

for every X € L(X). The spectral radius of an operator X € L(X) is the
maximum absolute value |A| taken over all eigenvalues A of X. For every
choice of operators X, Y € L(X) it holds that

spec(XY) = spec(Y X). (1.90)

Lie brackets and commutants

A set A C L(X) is a subalgebra of L(X) if it is closed under addition, scalar
multiplication, and operator composition:

X+YeA oaXeA and XYed (1.91)
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forall X, Y € Aand a € C. A subalgebra A of L(X) is said to be self-adjoint
if it holds that X* € A for every X € A, and is said to be unital if it holds
that 1 € A.

For any pair of operators X,Y € L(X), the Lie bracket [X,Y] € L(X) is
defined as

[X,Y]=XY - YX. (1.92)

It holds that [X,Y] = 0 if and only if X and Y commute: XY = Y X. For
any subset of operators A C L(X'), one defines the commutant of A as

comm(A) = {Y € L(X) : [X,Y]=0for all X € A}. (1.93)

The commutant of every subset of L(X) is a unital subalgebra of L(X).

Important classes of operators

The following classes of operators have particular importance in the theory
of quantum information:

1. Normal operators. An operator X € L(X) is normal if it commutes with
its adjoint: [X, X*] = 0, or equivalently, X X* = X*X. The importance
of this collection of operators, for the purposes of this book, is mainly
derived from two facts: (1) the normal operators are those for which the
spectral theorem (discussed later in Section 1.1.3) holds, and (2) most of
the special classes of operators that are discussed below are subsets of
the normal operators.

2. Hermitian operators. An operator X € L(X) is Hermitian if X = X*.
The set of Hermitian operators acting on a complex Euclidean space X
will hereafter be denoted Herm(X') in this book:

Herm(X) ={X e L(X) : X = X*}. (1.94)

Every Hermitian operator is a normal operator.

3. Positive semidefinite operators. An operator X € L(X) is positive semi-
definite if it holds that X = Y*Y for some operator Y € L(X). Positive
semidefinite operators will, as a convention, often be denoted by the
letters P, @, and R in this book. The collection of positive semidefinite
operators acting on X is denoted Pos(X), so that

Pos(X) = {Y*Y : Y € L(X)}. (1.95)

Every positive semidefinite operator is Hermitian.
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4. Positive definite operators. A positive semidefinite operator P € Pos(X)
is said to be positive definite if, in addition to being positive semidefinite,
it is invertible. The notation

Pd(X) = {P € Pos(X) : Det(P) # 0} (1.96)

will be used to denote the set of such operators for a complex Euclidean
space X.

5. Density operators. Positive semidefinite operators having trace equal to 1
are called density operators. Lowercase Greek letters, such as p, £, and
o, are conventionally used to denote density operators. The notation

D(X) = {p € Pos(X) : Tr(p) = 1} (1.97)

will be used to denote the collection of density operators acting on a
complex Euclidean space X.

6. Projection operators. A positive semidefinite operator II € Pos(X) is said
to be a projection operator? if, in addition to being positive semidefinite,
it satisfies the equation II1? = II. Equivalently, a projection operator is a
Hermitian operator whose only eigenvalues are 0 and 1. The collection
of all projection operators of the form II € Pos(X) is denoted Proj(X).
For each subspace V C X, there is a uniquely defined projection operator
IT € Proj(X) satisfying im(IT) = V; when it is convenient, the notation
IIy, is used to refer to this projection operator.

7. Isometries. An operator A € L(X,)) is an isometry if it preserves the
Euclidean norm: || Aul|| = |Ju|| for all v € X. This condition is equivalent
to A*A = 1y. The notation

UWX,Y) = {A€L(X,Y) : A"A=1y) (1.98)

is used to denote this class of operators. In order for an isometry of the
form A € U(X,)) to exist, it must hold that dim()) > dim(X). Every
isometry preserves not only the Euclidean norm, but inner products as
well: (Au, Av) = (u,v) for all u,v € X.

8. Unitary operators. The set of isometries mapping a complex Euclidean
space X to itself is denoted U(X'), and operators in this set are unitary
operators. The letters U, V', and W will often be used to refer to unitary
operators (and sometimes to isometries more generally) in this book.
Every unitary operator U € U(X) is necessarily invertible and satisfies
the equation UU* = U*U = 1y, and is therefore normal.

2 Sometimes the term projection operator refers to an operator X € L(X) that satisfies the

equation X2 = X, but that might not be Hermitian. This is not the meaning that is
associated with this term in this book.



1.1 Linear algebra 19

9. Diagonal operators. An operator X € L(X), for a complex Euclidean
space of the form X = C¥, is a diagonal operator if X (a,b) = 0 for all
a,b € ¥ with a # b. For a given vector u € X, one writes Diag(u) € L(X)
to denote the diagonal operator defined as

u(a) ifa=»b

0 if a # b. (1.99)

Diag(u)(a,b) = {

Further remarks on Hermitian and positive semidefinite operators

The sum of two Hermitian operators is Hermitian, as is a real scalar multiple
of a Hermitian operator. The inner product of two Hermitian operators is
real as well. For every choice of a complex Euclidean space X, the space
Herm(X') therefore forms a vector space over the real numbers on which an
inner product is defined.

Indeed, under the assumption that X = CZ, it holds that the space
Herm(X') and the real Euclidean space RE*% are isometrically isomorphic:
there exists a linear bijection

¢ : R¥*¥ - Herm(X) (1.100)

with the property that
(o(u), ¢(v)) = (u,v) (1.101)

for all u,v € R¥*¥, The existence of such a linear bijection allows one to
directly translate many statements about real Euclidean spaces to the space
of Hermitian operators acting on a complex Euclidean space.

One way to define a mapping ¢ as above is as follows. First, assume that
a total ordering of > has been fixed, and define a collection

{Hyp @ (a,b) € ¥ x T} C Herm(X) (1.102)
as
Eo,a ifa="b
Hop = 5(Bap+ Bpa)  ifa<b (1.103)
I5(1Bap —iEpa) ifa>b

for each pair (a,b) € ¥ x X. It holds that (1.102) is an orthonormal set (with
respect to the usual inner product defined on L(X)), and moreover every
element of Herm(X') can be expressed uniquely as a real linear combination
of the operators in this set. The mapping ¢ defined by the equation

P(e(ap) = Hap, (1.104)
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and extended to all of R*** by linearity, satisfies the requirement (1.101).

The eigenvalues of a Hermitian operator are necessarily real numbers,
and can therefore be ordered from largest to smallest. For every complex
Euclidean space X and every Hermitian operator H € Herm(X'), the vector

AH) = (\(H), Mo(H), ..., A\o(H)) € R" (1.105)
is defined so that
spec(H) = {\(H), Ao(H), ..., M(H)} (1.106)
and
MH) > Ao(H) > - > Ao(H). (1.107)

The notation Ag(H) may also be used in isolation to refer to the k-th largest
eigenvalue of a Hermitian operator H.

The eigenvalues of Hermitian operators can be characterized by a theorem
known as the Courant—Fischer theorem, which is as follows.

Theorem 1.2 (Courant-Fischer theorem) Let X be a complex Euclidean
space of dimension n and let H € Herm(X') be a Hermitian operator. For
every k € {1,...,n} it holds that

Me(H) = max v*Hwv

min
ULy Upy— p ES(X) vES(X)
L{tn ety
ot} (1.108)
= min max v*Hov
ul,...,uk,1€S(X) ’UES(X)
vl{u1,.up_1}

(It is to be interpreted that the mazimum or minimum is omitted if it is to

be taken over an empty set of vectors, and that v L & holds for allv € X.)

There are alternative ways to describe positive semidefinite operators that
are useful in different situations. In particular, the following statements are
equivalent for every operator P € L(X):

1. P is positive semidefinite.

2. P = A*A for an operator A € L(X,)), for some choice of a complex
Euclidean space ).

P is Hermitian and every eigenvalue of P is nonnegative.

(u, Pu) is a nonnegative real number for all u € X.

(@, P) is a nonnegative real number for all @ € Pos(X).

There exists a collection of vectors {u, : @ € ¥} C X for which it holds
that P(a,b) = (uq,up) for all a,b € X.

o ok W
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7. There exists a collection of vectors {u, : @ € X} C ), for some choice of
a complex Euclidean space ), for which it holds that P(a,b) = (ug,up)
for all a,b € 3.

Along similar lines, one has that the following statements are equivalent for
every operator P € L(X):

. P is positive definite.

. P is Hermitian, and every eigenvalue of P is positive.

(u, Pu) is a positive real number for every nonzero u € X.

. (@, P) is a positive real number for every nonzero @) € Pos(X).

. There exists a positive real number € > 0 such that P — el € Pos(X).

U W N

The notations P > 0 and 0 < P indicate that P is positive semidefinite,
while P > 0 and 0 < P indicate that P is positive definite. More generally,
for Hermitian operators X and Y, one writes either X > Y or ¥ < X to
indicate that X —Y is positive semidefinite, and either X > Y or Y < X to
indicate that X — Y is positive definite.

Linear maps on square operators

Linear maps of the form
o LX) - L), (1.109)

for complex Euclidean spaces X and ), play a fundamental role in the theory
of quantum information. The set of all such maps is denoted T(X,)), and
is itself a complex vector space when addition and scalar multiplication are
defined in the straightforward way:

1. Addition: given two maps ®, ¥ € T(X,)), the map ® + ¥ € T(X,)) is
defined as

(D + T)(X) = (X) + T(X) (1.110)

for all X € L(X).
2. Scalar multiplication: given a map ® € T(X,)) and a scalar a € C, the
map a® € T(X,)) is defined as

(a®)(X) = a®(X) (1.111)
for all X € L(X).

For a given map ® € T(X,)), the adjoint of ® is defined to be the unique
map ®* € T(Y, X) that satisfies

(P*(Y), X) = (Y, D(X)) (1.112)
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for all X € L(X) and Y € L(Y).

Tensor products of maps of the form (1.109) are defined in a similar way
to tensor products of operators. More specifically, for any choice of complex
Fuclidean spaces A1, ..., &, and Vi, ...,), and linear maps

&1 € T(X, 1), ..., D € T(Xy, Vn), (1.113)
one defines the tensor product of these maps
PR @0, eTX @ @X, V1@ Vp) (1.114)
to be the unique linear map that satisfies the equation
(P1®-@P)(X1®--®Xp) =P1(X1)® - ® Dp(X,) (1.115)

for all operators X; € L(A}),..., X, € L(AX,). As for vectors and operators,
the notation ®®" denotes the n-fold tensor product of a map ® with itself.
The notation T(X) is understood to be a shorthand for T(X,X). The
identity map 1vy € T(X) is defined as
Ly (X) =X (1.116)
for all X € L(X).

The trace function defined for square operators acting on X is a linear
mapping of the form

Tr:L(X) — C. (1.117)

By making the identification L(C) = C, one sees that the trace function is
a linear map of the form

Tr € T(X,C). (1.118)
For a second complex Euclidean space ), one may consider the map
Trelyy € (XY, D). (1.119)

By the definition of the tensor product of maps stated above, this is the
unique map that satisfies the equation

(Tr@ L)X ®Y) =Tr(X)Y (1.120)
for all operators X € L(X) and Y € L(Y). This map is called the partial

trace, and is more commonly denoted Try. Along similar lines, the map
Try € T(X ® Y, X) is defined as
Try = Iy ® Tr. (1.121)

Generalizations of these maps may also be defined for tensor products of
three or more complex Euclidean spaces.
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The following classes of maps of the form (1.109) are among those that
are discussed in greater detail later in this book:

1. Hermitian-preserving maps. A map ® € T(X,)) is Hermitian-preserving
if it holds that
®(H) € Herm(Y) (1.122)

for every Hermitian operator H € Herm(X).
2. Positive maps. A map ® € T(X,)) is positive if it holds that

®(P) € Pos(Y) (1.123)

for every positive semidefinite operator P € Pos(X).
3. Completely positive maps. A map ® € T(X,)) is completely positive if
it holds that

D@1y, (1.124)
is a positive map for every complex Euclidean space Z. The set of all
completely positive maps of this form is denoted CP(X,)).

4. Trace-preserving maps. A map ® € T(X,)) is trace-preserving if it holds
that

Tr(®(X)) = Tr(X) (1.125)
for all X € L(X).
5. Unital maps. A map ® € T(X,Y) is unital if
B(Ly) = 1y. (1.126)

Maps of these sorts are discussed in greater detail in Chapters 2 and 4.

The operator-vector correspondence

There is a correspondence between the spaces L(), X) and X ® Y, for any
choice of complex Euclidean spaces X = C* and ) = CT, that will be used
repeatedly throughout this book. This correspondence is given by the linear

mapping
vec: LY, X) = AR, (1.127)
defined by the action
vec(Equp) = eq @ ep (1.128)
for all a € ¥ and b € T'. In other words, this mapping is the change-of-basis

taking the standard basis of L(), X) to the standard basis of X ® ). By
linearity, it holds that

vec(uwv™) =u®T (1.129)
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for u € X and v € Y. This includes the special cases
vec(u) =u and vec(v*) =1, (1.130)

obtained by setting v = 1 and u = 1, respectively.

The vec mapping is a linear bijection, which implies that every vector
u € X ® Y uniquely determines an operator A € L(),X) that satisfies
vec(A) = w. It is also an isometry, in the sense that

(A, B) = (vec(A), vec(B)) (1.131)

for all A, B € L(Y, X).
A few specific identities concerning the vec mapping will be especially
useful throughout this book. One such identity is

(Ag ® Ay) vec(B) = vec(AgBA]), (1.132)

holding for all operators Ag € L(Xo, Vo), A1 € L(X1,V1), and B € L(X1, Xp),
over all choices of complex Euclidean spaces Xy, X1, Vo, and V;. Two more
such identities are

Try (vec(A) vec(B)*) = AB*, (1.133)
Trx (vec(A) vec(B)*) = A™B, (1.134)

which hold for all operators A, B € L(),X), over all choices of complex
Euclidean spaces X and ).

1.1.3 Operator decompositions and norms

Two decompositions of operators—the spectral decomposition and singular
value decomposition—along with various related notions, are discussed in the
present section. Among these related notions is a class of operator norms
called Schatten norms, which include the trace norm, the Frobenius norm,
and the spectral norm. These three norms are used frequently throughout
this book.

The spectral theorem

The spectral theorem establishes that every normal operator can be expressed
as a linear combination of projections onto pairwise orthogonal subspaces.
A formal statement of the spectral theorem follows.
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Theorem 1.3 (Spectral theorem) Let X be a complex Fuclidean space
and let X € L(X) be a normal operator. There exists a positive integer m,
distinct complex numbers A1, ..., Am € C, and nonzero projection operators
I, ..., I, € Proj(X) satisfying 11y + - - - + II,, = 1 x, such that

m
X = Nl (1.135)
k=1
The scalars A1, ..., \m and projection operators 1y, ... 1L, are unique, up

to their ordering: each scalar Ay is an eigenvalue of X with multiplicity equal
to the rank of Iy, and Il is the projection operator onto the space spanned
by the eigenvectors of X corresponding to the eigenvalue \j.

The expression of a normal operator X in the form of the equation (1.135)
is called a spectral decomposition of X.

A simple corollary of the spectral theorem follows. It expresses essentially
the same fact as the spectral theorem, but in a slightly different form that
will sometimes be convenient to refer to later in the book.

Corollary 1.4 Let X be a complex Fuclidean space having dimension n, let
X € L(X) be a normal operator, and assume that

spec(X) = {A1,..., A} (1.136)
There exists an orthonormal basis {x1,...,xn} of X such that
n
X =) Mz (1.137)
k=1

It is evident from the expression (1.137), along with the requirement that
the set {z1,...,z,} is an orthonormal basis, that each xy, is an eigenvector of
X whose corresponding eigenvalue is A\g. It is also evident that any operator
X that is expressible in such a form as (1.137) is normal, implying that the
condition of normality is equivalent to the existence of an orthonormal basis
of eigenvectors.

On a few occasions later in the book, it will be convenient to index the
eigenvectors and eigenvalues of a given normal operator X € L(C*) by
symbols in the alphabet ¥ rather than by integers in the set {1,...,n} for
n = |X|. It follows immediately from Corollary 1.4 that a normal operator
X € L(C*) may be expressed as

X = Xtz (1.138)
acx

for some choice of an orthonormal basis {z, : a € ¥} of C* and a collection
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of complex numbers {)\, : a € X}. Indeed, such an expression may be
derived from (1.137) by associating symbols in the alphabet ¥ with integers
in the set {1,...,n} with respect to an arbitrarily chosen bijection.

It is convenient to refer to expressions of operators having either of the
forms (1.137) or (1.138) as spectral decompositions, despite the fact that they
may differ slightly from the form (1.135). Unlike the form (1.135), the forms
(1.137) and (1.138) are generally not unique. Along similar lines, the term
spectral theorem is sometimes used to refer to the statement of Corollary 1.4,
as opposed to the statement of Theorem 1.3. These conventions are followed
throughout this book when there is no danger of any confusion resulting
from their use.

The following important theorem states that the same orthonormal basis
of eigenvectors {z1,...,z,} may be chosen for any two normal operators
under the assumption that they commute.

Theorem 1.5 Let X be a complex Euclidean space having dimension n
and let X,Y € L(X) be normal operators for which [X,Y] = 0. There exists

an orthonormal basis {x1,...,xn} of X such that
n n
X = Z arxpry and Y = Z BrTrTy, (1.139)
k=1 k=1
for some choice of complex numbers ay,...,0n, b1, ..., Pn satisfying
spec(X) = {a1,...,an} and spec(Y)={p1,...,5.} (1.140)

Jordan—Hahn decompositions

Every Hermitian operator is normal and has real eigenvalues. It therefore
follows from the spectral theorem (Theorem 1.3) that, for every Hermitian
operator H € Herm(X), there exists a positive integer m, nonzero projection
operators 11y, ..., II,, satisfying

M+ +10, = 1y, (1.141)
and real numbers Aq, ..., A, such that
m

H=> NIl. (1.142)
k=1

By defining operators
m m
P = Z max{\g,0}II; and Q= Z max{—A, 0} I, (1.143)

k=1 k=1
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one finds that
H=P-Q (1.144)

for P,@ € Pos(X) satisfying PQ = 0. The expression (1.144) of a given
Hermitian operator H in this form, for positive semidefinite operators P
and @ satisfying PQ = 0, is called a Jordan—Hahn decomposition. There is
only one such expression for a given operator H € Herm(X); the operators
P and @ are uniquely defined by the requirements that P,Q € Pos(X),
PQ=0,and H=P — Q.

Functions of normal operators

Every function of the form f : C — C may be extended to the set of normal
operators in L(X), for a given complex Euclidean space X, by means of the
spectral theorem (Theorem 1.3). In particular, if X € L(X) is normal and
has the spectral decomposition (1.135), then one defines

f(X) = if(/\k)ﬂk- (1.145)
k=1

Naturally, functions defined only on subsets of C may be extended to normal
operators whose eigenvalues are restricted accordingly.

The following examples of scalar functions extended to operators will be
important later in this book:

1. For r > 0, the function A\ — X" is defined for all A € [0, ). For a positive
semidefinite operator P € Pos(X) having spectral decomposition

m

P =" NI, (1.146)
k=1

for which it necessarily holds that Ay > 0 for all £ € {1,...,m}, one
defines

m
Pr =3 A1 (1.147)
k=1

For positive integer values of r, it is evident that P" coincides with the
usual meaning of this expression given by operator multiplication.

The case that r = 1/2 is particularly common, and in this case one
may write v/P to denote PY2 The operator v/P is the unique positive
semidefinite operator that satisfies the equation

VPVP =P. (1.148)
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2. Along similar lines to the previous example, for any real number r € R,
the function A — A" is defined for all A € (0,00). For a given positive
definite operator P € Pd(X) having a spectral decomposition of the form
(1.146), for which it holds that Ay > 0 for all k € {1,...,m}, one defines
P" in a similar way to (1.147) above.

3. The (base-2) logarithm function A — log()\) is defined for all A € (0, c0).
For a given positive definite operator P € Pd(X), having a spectral
decomposition (1.146) as above, one defines

log(P) = i log(A) 1. (1.149)
k=1

The singular value theorem

The singular value theorem has a close relationship to the spectral theorem.
Unlike the spectral theorem, however, the singular value theorem holds for
arbitrary (nonzero) operators, as opposed to just normal operators.

Theorem 1.6 (Singular value theorem) Let A € L(X,)) be a nonzero
operator having rank equal to r, for compler Euclidean spaces X and ).
There exist orthonormal sets {x1,...,2,} C X and {y1,...,y-} C Y, along
with positive real numbers s1, ..., S, such that

.
A= Z SEYLTT,- (1.150)
k=1

An expression of a given operator A in the form of (1.150) is said to
be a singular value decomposition of A. The numbers sq,...,s, are called
singular values and the vectors x1,...,z, and y1,...,y, are called right and
left singular vectors, respectively.

The singular values s1,..., s, of an operator A are uniquely determined,
up to their ordering. It will be assumed hereafter that singular values are
always ordered from largest to smallest: s; > --- > s,. When it is necessary
to indicate the dependence of these singular values on the operator A, they
are denoted s1(A4),...,s:(A). Although 0 is not formally considered to be a
singular value of any operator, it is convenient to also define si(A) = 0 for
k > rank(A), and to take s5(A) = 0 for all £ > 1 when A = 0. The notation
s(A) is used to refer to the vector of singular values

s(A) = (s1(4),...,5:(A4)), (1.151)
or to an extension of this vector

s(A) = (s1(A),..., sm(A)) (1.152)
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when it is convenient to view it as an element of R™ for m > rank(A).

As suggested above, there is a close relationship between the singular
value theorem and the spectral theorem. In particular, the singular value
decomposition of an operator A and the spectral decompositions of the
operators A*A and AA* are related in the following way: it holds that

sk(A) = A(A4%) = \[a(4r4) (1.153)

for 1 < k < rank(A), and moreover the right singular vectors of A are
eigenvectors of A*A and the left singular vectors of A are eigenvectors of
AA*. One is free, in fact, to choose the left singular vectors of A to be any
orthonormal collection of eigenvectors of AA* for which the corresponding
eigenvalues are nonzero—and once this is done the right singular vectors will
be uniquely determined. Alternately, the right singular vectors of A may be
chosen to be any orthonormal collection of eigenvectors of A*A for which
the corresponding eigenvalues are nonzero, which uniquely determines the
left singular vectors.

In the special case that X € L(X) is a normal operator, one may obtain
a singular value decomposition of X directly from a spectral decomposition
of the form

n
X = Naga;. (1.154)
k=1

In particular, one may define S = {k € {1,...,n} : A\ # 0}, and set

A
s = | k| and yp = ﬁxk (1.155)

for each k € S. The expression

X = spyery, (1.156)
keS

then represents a singular value decomposition of X, up to a relabeling of
the terms in the sum.

The following corollary represents a reformulation of the singular value
theorem that is useful in some situations.

Corollary 1.7 Let X and Y be complex Euclidean spaces, let A € L(X,))
be a nonzero operator, and let r = rank(A). There exists a diagonal and
positive definite operator D € Pd(C") and isometries U € U(C",X) and
V e U(C",Y) such that A =V DU*.
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Polar decompositions

For every square operator X € L(X), it is possible to choose a positive
semidefinite operator P € Pos(X’) and a unitary operator W € U(X) such
that the equation

X=WP (1.157)

holds; this follows from Corollary 1.7 by taking W = VU* and P = UDU*.
Alternatively, by similar reasoning it is possible to write

X = PW (1.158)

for a (generally different) choice of operators P € Pos(X) and W € U(X).
The expressions (1.157) and (1.158) are known as polar decompositions of X.

The Moore—Penrose pseudo-inverse

For a given operator A € L(X,)), one defines an operator AT € L(), &),
known as the Moore—Penrose pseudo-inverse of A, as the unique operator
that possesses the following properties:

1. AA*A = A,
2. AtAAT = At and
3. AAT and At A are both Hermitian.

It is evident that there is at least one such choice of A¥, for if

-
A= spyery, (1.159)
k=1
is a singular value decomposition of a nonzero operator A, then
1
AT =N —auy; 1.160
> i (1160

possesses the three properties listed above. One may observe that AAT and
At A are projection operators, projecting onto the spaces spanned by the
left singular vectors and right singular vectors of A, respectively.

The fact that AT is uniquely determined by the above equations may be
verified as follows. Suppose that B,C € L(),X) both possess the above
properties:

1. ABA= A= ACA,

2. BAB = B and CAC = C, and
3. AB, BA, AC, and CA are all Hermitian.
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It follows that
B=BAB=(BA)*B=A"B*B=(ACA)"B*B
= A*C*A*B*B = (CA)"(BA)*B = CABAB
=CAB=CACAB = C(AC)*(AB)* = CC*A*B*A*
=CC*(ABA)* =CC*A* = C(AC)* = CAC = C,

(1.161)

which shows that B = C.

Schmidt decompositions
Let X and Y be complex Euclidean spaces, and suppose that u € X ® Y is
a nonzero vector. Given that the vec mapping is a bijection, there exists a
unique operator A € L(Y, X) such that u = vec(A). For any singular value
decomposition

T
A= sy, (1.162)
k=1

it holds that

u=vec(A) = vec(Z ska:k.y,";> = Z 5pTE @ Tg- (1.163)

k=1 k=1

The orthonormality of {yi,...,y,} implies that {71,...,7} is orthonormal
as well. It follows that every nonzero vector u € X ® ) can be expressed in
the form

-
U= Zskmk®zk (1.164)

k=1
for positive real numbers s1, ..., s, and orthonormal sets {z1,...,z,} C X
and {z1,...,2,} C Y. An expression of u having this form is called a Schmidt

decomposition of u.

Norms of operators

A norm on the space of operators L(X,)), for complex Euclidean spaces X
and Y, is a function ||-|| satisfying the following properties:

1. Positive definiteness: || A|| > 0 for all A € L(X,Y), with ||A]| = 0 if and
only if A =0.

2. Positive scalability: || aA|| = |af|| A for all A € L(X,Y) and a € C.

3. The triangle inequality: ||A + B|| < ||A|| + || B]| for all A, B € L(X,)).
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Many interesting and useful norms can be defined on spaces of operators,
but this book will mostly be concerned with a single family of norms called
Schatten p-norms. This family includes the three most commonly used norms
in quantum information theory: the spectral norm, the Frobenius norm, and
the trace norm.

For any operator A € L(X,Y) and any real number p > 1, one defines the
Schatten p-norm of A as

1
4], = (Tr ((a*2)8))". (1.165)

The Schatten oo-norm is defined as
|A|loo = max {||Aul| : v e X, ||u]| <1}, (1.166)

which coincides with limj, || A||p, explaining why the subscript oo is used.
The Schatten p-norm of an operator A coincides with the ordinary vector
p-norm of the vector of singular values of A:

[Allp = Is(A)lp- (1.167)

The Schatten p-norms possess a variety of properties, including the ones
summarized in the following list:

1. The Schatten p-norms are non-increasing in p: for every operator A and
for 1 < p < g < o0, it holds that

[Allp = [ Allg- (1.168)

2. For every nonzero operator A and for 1 < p < ¢ < oo, it holds that
1_

1
| All, < rank(4)7 77 A, (1.169)

In particular, one has

lA]l1 < y/rank(A)[|A|l2 and |[[A|]2 < y/rank(A)||Alleo.  (1.170)

3. For every p € [1, 00], the Schatten p-norm is isometrically invariant (and
therefore unitarily invariant): for every A € L(X,Y), U € U(Y, Z), and
V € U(X, W) it holds that

| All, = |TAV* ||, (1171)

4. For each p € [1,00], one defines p* € [1, 00] by the equation

11
S+ =L (1.172)
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For every operator A € L(X,)), it holds that the Schatten p-norm and
p*-norm are dual, in the sense that

[Allp = max{[(B, A)| : B € L(X,Y), | Bllp <1} (1.173)
One consequence of (1.173) is the inequality

(B, A)| < [ All,|| B

- (1.174)

which is known as the Hélder inequality for Schatten norms.
5. For operators A € L(Z,W), B € L(),2), and C € L(X,)Y), and any
choice of p € [1, o], it holds that

[ABClp < | Allocll Bllpl C'lloo- (1.175)
It follows that the Schatten p-norm is submultiplicative:
[ABl, < [[Allp ]l Bllp- (1.176)
6. For every p € [1,00] and every A € L(X,Y), it holds that

_ * _ T —_I'A
1Al = A1, = [1A™[l, = lI4l],-

(1.177)

The Schatten 1-norm is commonly called the trace norm, the Schatten
2-norm is also known as the Frobenius norm, and the Schatten oco-norm is
called the spectral norm or operator norm. Some additional properties of
these three norms are as follows:

1. The spectral norm. The spectral norm ||- || is special in several respects.
It is the operator norm induced by the Euclidean norm, which is its
defining property (1.166). It also has the property that

|A*Alloo = [|AA* [l = | A%, (1.178)

for every A € L(X,)). Hereafter in this book, the spectral norm of an
operator A will be written || A| rather than || A, which reflects the
fundamental importance of this norm.

2. The Frobenius norm. Substituting p = 2 into the definition of ||-||,, one
sees that the Frobenius norm ||-||2 is given by

IA]ls = (Tr(A*A))® = /{4, A), (1.179)

and is therefore analogous to the Euclidean norm for vectors, but defined
by the inner product on L(X,)).
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In essence, the Frobenius norm corresponds to the Euclidean norm of
an operator viewed as a vector:

4]l = [lvec(A) || = > [A(a,b)[*, (1.180)
a,b

where a and b range over the indices of the matrix representation of A.

The trace norm. Substituting p = 1 into the definition of [|-||,, one has
that the trace norm ||-||; is given by

Al = Tr(\/ﬂ), (1.181)

which is equal to the sum of the singular values of A. For two density
operators p,o € D(X), the value ||p — o||1 is typically referred to as the
trace distance between p and o.

A useful expression of || X ||1, for any square operator X € L(X), is
| X|l1 = max{|[{U, X)| : U € U(X)}, (1.182)

which follows from (1.167) and the singular value theorem (Theorem 1.6).
As a result, one has that the trace-norm is non-increasing under the
action of partial tracing: for every operator X € L(X ® )), it holds that

[ Try(X) |1 = max{|(U ® 1y, X)| : U € U(X)}

The identity
Joruu = ot = /e + B — dasBlfu. v (1184

which holds for all unit vectors u,v and nonnegative real numbers «, 3,
is used multiple times in this book. It may be proved by considering the
spectrum of auu* — fvv*; this operator is Hermitian, and has at most
two nonzero eigenvalues, represented by the expression

a—p
2

i%\/(a+ﬁ)2—4aﬁ|(u,v>|2. (1.185)

In particular, for unit vectors v and v, one has

luw® —vo* ||, = 24/1 = [{u,v) % (1.186)
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1.2 Analysis, convexity, and probability theory

Some of the proofs to be presented in this book will make use of concepts
from analysis, convexity, and probability theory. The summary that follows
provides an overview of these concepts, narrowly focused on the needs of
this book.

1.2.1 Analysis and convexity

In the same spirit as the previous section on linear algebra, it is assumed that
the reader is familiar with the most basic notions of mathematical analysis,
including the supremum and infimum of sets of real numbers, sequences and
limits, and standard univariate calculus over the real numbers.

The discussion below is limited to finite-dimensional real and complex
vector spaces—and the reader is cautioned that some of the stated facts
rely on the assumption that one is working with finite dimensional spaces.
For the remainder of the subsection, ¥V and W will denote finite dimensional
real or complex vector spaces upon which some norm ||-|| is defined. Unless
it is explicitly noted otherwise, the norm may be chosen arbitrarily—so the
symbol ||-]| may not necessarily denote the Euclidean norm or spectral norm
in this section.

Open and closed sets

A set A CV is open if, for every u € A, there exists € > 0 such that

fveVv:|lu—v||<e} CA (1.187)
A set A CV is closed if the complement of A, defined as
VA={veV: :v¢gA} (1.188)

is open. Given subsets A C B C V, one defines that A is open or closed
relative to B if A is the intersection of B with some set in V that is open or
closed, respectively. Equivalently, A is open relative to B if, for every u € A,
there exists a choice of € > 0 such that

{veB: |lu—v||<e} C A (1.189)

and A is closed relative to B if B\A is open relative to B.

For subsets A C B C V, one defines the closure of A relative to B as the
intersection of all subsets C such that A C C C B and C is closed relative
to B. In other words, this is the smallest set that contains A and is closed
relative to B. The set A is dense in B if the closure of A relative to B is B
itself.
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Continuous functions

Let f: A — W be a function defined on some subset A C V. For any vector
u € A, the function f is said to be continuous at u if the following holds:
for every € > 0 there exists § > 0 such that

[f(v) = flw)l <e (1.190)

for all v € A satisfying ||u — v|| < d. If f is continuous at every vector in A,
then one simply says that f is continuous on A.

For a function f : A — W defined on some subset A C V, the preimage
of a set B C W is defined as

By ={uec A: flu) € B}. (1.191)

Such a function f is continuous on A if and only if the preimage of every
open set in W is open relative to A. Equivalently, f is continuous on A if
and only if the preimage of every closed set in W is closed relative to .A.

For a positive real number &, a function f : A — W defined on a subset
A CV is said to be a k-Lipschitz function if

1f () = f) || < &flu—wv]] (1.192)

for all u,v € A. Every k-Lipschitz function is necessarily continuous.

Compact sets

A set A C V is compact if every sequence in A has a subsequence that
converges to a vector u € A. As a consequence of the fact V is assumed to
be finite dimensional, one has that a set A C V is compact if and only if it
is both closed and bounded—a fact known as the Heine—Borel theorem.
Two properties regarding continuous functions and compact sets that are
particularly noteworthy for the purposes of this book are as follows:

1. If A is compact and f : A — R is continuous on A, then f achieves both
a maximum and minimum value on A.

2. If A CV is compact and f:V — W is continuous on 4, then
fA) ={f(u) : ue A} (1.193)

is also compact. In words, continuous functions always map compact sets
to compact sets.
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Differentiation of multivariate real functions

Basic multivariate calculus will be employed in a few occasions later in this
book, and in these cases it will be sufficient to consider only real-valued
functions.

Suppose n is a positive integer, f : R®™ — R is a function, and © € R" is a
vector. Under the assumption that the partial derivative

flutaep) - f(u)

O f(u) = Olgno . (1.194)
exists and is finite for each k € {1,...,n}, one defines the gradient vector of
fatuas

Vi) = (01f(u),...,0f(u)). (1.195)

A function f : R™ — R is differentiable at a vector u € R™ if there exists
a vector v € R™ with the following property: for every sequence (wy, wa, .. .)
of vectors in R™ that converges to 0, one has that

L utwr) = fu) = (v, w)

lim =0 (1.196)
ko0 [|wp ||
(where here ||-|| denotes the Euclidean norm). In this case the vector v is

necessarily unique, and one writes v = (Df)(u). If f is differentiable at u,
then it holds that

(Df)(u) =V f(u). (1.197)

It may be the case that the gradient vector V f(u) is defined for a vector u
at which f is not differentiable, but if the function u +— V f(u) is continuous
at u, then f is necessarily differentiable at u.

If a function f : R™ — R is both differentiable and k-Lipschitz, then for
all w € R™ and for ||-|| denoting the Euclidean norm, it must hold that

IVF@)]| < x. (1.198)

Finally, suppose ¢g1,...,9n : R — R are functions that are differentiable

at a real number o € R and f : R” — R is a function that is differentiable

at the vector (g1(a),...,gn(a)). The chain rule for differentiation implies
that the function h : R — R defined as

h(B) = f(g1(B), - -, 9n(B)) (1.199)

is differentiable at «, with its derivative being given by

W (a) = (Vf(gila),- .., gn(a)), (g1(a),- -, gn(a))). (1.200)
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Nets

Let V be a real or complex vector space, let .4 C V be a subset of V, let ||-||
be a norm on V, and let € > 0 be a positive real number. A set of vectors
N C Vis an e-net for A if, for every vector u € A, there exists a vector
v € N such that |u — v| < e. An e-net N for A is minimal if N is finite
and every e-net of A contains at least |N| vectors.

The following theorem gives an upper bound for the number of elements
in a minimal e-net for the unit ball

B(X)={ueX : [lul| <1} (1.201)
in a complex Euclidean space, with respect to the Euclidean norm.

Theorem 1.8 (Pisier) Let X' be a complex Euclidean space of dimension n
and let € > 0 be a positive real number. With respect to the Euclidean norm
on X, there exists an e-net N C B(X) for the unit ball B(X) such that

2n
M| < (1 + g) . (1.202)

The proof of this theorem does not require a complicated construction;
one may take N to be any maximal set of vectors chosen from the unit ball
for which it holds that |ju — v]| > ¢ for all u,v € N with u # v. Such a
set is necessarily an e-net for B(X), and the bound on |N| is obtained by
comparing the volume of B(X) with the volume of the union of £/2 balls
around vectors in .

Borel sets and functions
Throughout this subsection, A CV and B C W will denote fixed subsets of
finite-dimensional real or complex vector spaces V and W.
A set C C Ais said to be a Borel subset of A if one or more of the following
inductively defined properties holds:

1. C is an open set relative to A.

2. C is the complement of a Borel subset of A.

3. For {C1,Co,...} being a countable collection of Borel subsets of A, it
holds that C is equal to the union

c=JGC (1.203)
k=1

The collection of all Borel subsets of A is denoted Borel(.A).
A function f : A — B is a Borel function if f~1(C) € Borel(A) for all
C € Borel(B). That is, Borel functions are functions for which the preimage
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of every Borel subset is also a Borel subset. If f is a continuous function, then
f is necessarily a Borel function. Another important type of Borel function
is any function of the form

F(u) = xe(w)v (1.204)
for any choice of v € B and
1 ifueC
= 1.205
Xe(u) {0 fugc (1.205)

being the characteristic function of a Borel subset C € Borel(A).
The collection of all Borel functions f : A — B possesses a variety of
closure properties, including the following properties:

1. If B is a vector space, f,g:.A — B are Borel functions, and « is a scalar
(either real or complex, depending on whether B is a real or complex
vector space), then the functions af and f + ¢ are also Borel functions.

2. If B is a subalgebra of L(Z), for Z being a real or complex Euclidean
space, and f, g : A — B are Borel functions, then the function h : A — B
defined by

h(u) = f(u)g(u) (1.206)
for all u € A is also a Borel function. (This includes the special cases

frg: A= Rand f,g: A— C.)

Measures on Borel sets

A Borel measure (or simply a measure) defined on Borel(A) is a function
u : Borel(A) — [0, o0] (1.207)
that possesses two properties:

1. p(@) =0.
2. For any countable collection {C;,Ca, ...} C Borel(A) of pairwise disjoint
Borel subsets of A, it holds that

u<©%>=iM%) (1.208)
k=1 k=1

A measure p defined on Borel(A) is said to be normalized if it holds that
w(A) = 1. The term probability measure is also used to refer to a normalized
measure.
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There exists a measure v defined on Borel(R), known as the standard
Borel measure,® that has the property

v(o, ) = B —a (1.209)
for all choices of a, f € R with a < f3.
If Ay, ..., A, are subsets of (not necessarily equal) finite-dimensional real
or complex vector spaces, and
wr : Borel(Ag) — [0, o0 (1.210)
is a measure for each k € {1,...,n}, then there is a uniquely defined product
measure
p1 X e X piy : Borel(Ay x -+ x Ap) — [0, 00] (1.211)
for which
(1 X oo X i )(By X+ x By ) = pn(Br) -+ i (Bn) (1.212)

for all By € Borel(Ay),...,B, € Borel(A,).

Integration of Borel functions

For some (but not all) Borel functions f : A — B, and for p being a Borel
measure of the form p : Borel(A) — [0, 0o], one may define the integral

/f(U) dp(u), (1.213)

which is an element of B when it is defined.

An understanding of the specifics of the definition through which such
an integral is defined is not critical within the context of this book, but
some readers may find that a high-level overview of the definition is helpful
in associating an intuitive meaning to the integrals that do arise. In short,
one defines what is meant by the integral of an increasingly large collection
of functions, beginning with functions taking nonnegative real values, and
then proceeding to vector (or operator) valued functions by taking linear
combinations.

1. Nonnegative simple functions. A function g : A — [0, 00) is a nonnegative
simple function if it may be written as

o) = 3" o () (1.214)
k=1

3 The standard Borel measure agrees with the well-known Lebesgue measure on every Borel
subset of R. The Lebesgue measure is also defined for some subsets of R that are not Borel
subsets, which endows it with additional properties that happen not to be relevant within
the context of this book.
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for a nonnegative integer m, distinct positive real numbers aj, ..., amn,
and characteristic functions xi, ..., xm given by
1 ifued,
Xk(u) = ) (1.215)
0 ifuégCy

for disjoint Borel sets Cy, . ..,Cp, € Borel(.A). (It is to be understood that
the sum is empty when m = 0, which corresponds to g being identically
7€ero.)

A nonnegative simple function g of the form (1.214) is integrable with
respect to a measure u : Borel(A) — [0,00] if p(Ck) is finite for every

k € {1,...,m}, and in this case the integral of ¢ with respect to p is
defined as

/g ) dp(u Zaku (Cr). (1.216)

This is a well-defined quantity, by virtue of the fact that the expression
(1.214) happens to be unique for a given simple function g.

. Nonnegative Borel functions. The integral of a Borel function of the form
f: A—[0,00), with respect to a given measure p : Borel(A) — [0, o0],
is defined as

[ fw anw) = sup [ g(u) dpu) (1.217)

where the supremum is taken over all nonnegative simple functions of the
form g : A — [0, 00) for which it holds that g(u) < f(u) for all u € A. It
is said that f is integrable if the supremum value in (1.217) is finite.

. Real and complex Borel functions. A Borel function ¢ : A — R is
integrable with respect to a measure p : Borel(A) — [0, oo] if there exist
integrable Borel functions fo, f1 : A — [0, 00) such that g = fo — f1, and
in this case the integral of g with respect to p is defined as

/g ) dp(u /fo ) dp(u /f1 ) dp(u (1.218)

Similarly, a Borel function h : A — C is integrable with respect to a
measure p : Borel(A) — [0, 00] if there exist integrable Borel functions
9o, g1 : A — R such that h = gg + ig1, and in this case the integral of h
with respect to p is defined as

/h ) dp(u /go w) dp(u +z/gl ) dp(u (1.219)
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Arbitrary Borel functions. An arbitrary Borel function f : A — B is
integrable with respect to a given measure u : Borel(A) — [0, co] if there
exists a finite-dimensional vector space W such that B C W, a basis
{w1,...,wn} of W, and integrable functions gi,...,9m : A — R or
J1s-- -5 9m : A — C (depending on whether W is a real or complex vector
space) such that

= igk(u)wk. (1.220)
k=1

In this case, the integral of f with respect to p is defined as

[ 1w any = - ( [atw du<u>)wk. (1.221)
k=1

The fact that the third and fourth items in this list lead to uniquely defined
integrals of integrable functions is not immediate and requires a proof.

A selection of properties and conventions regarding integrals defined in

this way, targeted to the specific needs of this book, follows.

1.

Linearity. For integrable functions f and g, and scalar values a and g,
one has

[t + Bgtw) dutw) =a [ ) dutw) + 8 [ glw) duw. (1.222)

Standard Borel measure as the default. Hereafter in this book, whenever
f +R — R is an integrable function, and v denotes the standard Borel
measure on R, the shorthand notation

/ Fla)da = / Flo) dv(a) (1.223)

will be used. It is the case that, whenever f is an integrable function for
which the commonly studied Riemann integral is defined, the Riemann
integral will be in agreement with the integral defined as above for the
standard Borel measure—so this shorthand notation is not likely to lead
to confusion or ambiguity.

Integration over subsets. For an integrable function f : A — B and a
Borel subset C € Borel(A), one defines

/ fw)dpu(w) = [ f)xe(w dutu), (1.224)
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for xc being the characteristic function of C. The notation
v
/f(a) da = / f(a)da (1.225)
B (8]

is also used in the case that f takes the form f: R — B and 8,7 € R
satisfy 8 < .

4. Order of integration. Suppose that Ay C Vo, A1 C Vi, and B C W are
subsets of finite-dimensional real or complex vector spaces, where it is
to be assumed that Vy and V; are either both real or both complex for
simplicity. If po : Borel(Ag) — [0,00] and g : Borel(A;) — [0, ] are
Borel measures, f: Ay x .A; — B is a Borel function, and f is integrable
with respect to the product measure g x p1, then it holds (by a theorem
known as Fubini’s theorem) that

/(/f(u,v)duo(u))dm(v) = /f(u, v) d(po % 1) (u, v)

= [ ([ 0 am (@) duow).

Convex sets, cones, and functions

(1.226)

Let V be a vector space over the real or complex numbers. A subset C of V
is convez if, for all vectors u,v € C and scalars A € [0, 1], it holds that

Au+ (1—XvecC. (1.227)

Intuitively speaking, this means that for any two distinct elements v and v
of C, the line segment whose endpoints are u and v lies entirely within C.
The intersection of any collection of convex sets is also convex.

If V and W are vector spaces, either both over the real numbers or both
over the complex numbers, and A C V and B C W are convex sets, then the
set

{ludv:vueAdveBCVEW (1.228)
is also convex. Moreover, if A € L(V,W) is an operator, then the set
{Au : ue A} CW (1.229)

is convex as well.
A set K C Vis a cone if, for all choices of u € K and A > 0, one has that
Au € K. The cone generated by a set A CV is defined as

cone(A) = {Au: ue A, A>0}. (1.230)

44 Mathematical preliminaries

If A is a compact set that does not include 0, then cone(.A) is necessarily a
closed set. A convex cone is simply a cone that is also convex. A cone K is
convex if and only if it is closed under addition, meaning that v+ v € K for
every choice of u,v € K.

A function f : C — R defined on a convex set C C V is a convex function
if the inequality

FOu+ 1 =XNv) <Af(u)+ 1 =N f(v) (1.231)

holds for all uw,v € C and A € [0,1]. A function f : C — R defined on a
convex set C C V is a midpoint convex function if the inequality

utvy _ f(u)+ f(v)
() <=5
holds for all u,v € C. Every continuous midpoint convex function is convex.

A function f : C — R defined on a convex set C C V is a concave function
if —f is convex. Equivalently, f is concave if the reverse of the inequality
(1.231) holds for all u,v € C and X € [0, 1]. Similarly, a function f:C — R
defined on a convex set C C V is a midpoint concave function if —f is a

(1.232)

midpoint convex function, and therefore every continuous midpoint concave
function is concave.

Conver hulls

For any alphabet X, a vector p € R” is said to be a probability vector if it
holds that p(a) > 0 for all « € ¥ and

> pla) =1 (1.233)

agx
The set of all such vectors will be denoted P(X).

For any vector space V and any subset A C V, a convex combination of
vectors in A is any expression of the form

> p(a)ua, (1.234)

acx

for some choice of an alphabet X, a probability vector p € P(X), and a
collection

{ug : a €3} CA (1.235)

of vectors in A.

The convex hull of a set A C V, denoted conv(A), is the intersection of all
convex sets containing A. The set conv(.A) is equal to the set of all vectors
that may be written as a convex combination of elements of A. (This is true
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even in the case that A is infinite.) The convex hull conv(A) of a closed set
A need not itself be closed. However, if A is compact, then so too is conv(.A).

The theorem that follows provides an upper bound on the number of
elements over which one must take convex combinations in order to generate
every point in the convex hull of a given set. The theorem refers to the notion
of an affine subspace: a set U C V is an affine subspace of V having dimension
n if there exists a subspace YW C V of dimension n and a vector u € V such
that

U={u+v:ve W} (1.236)

Theorem 1.9 (Carathéodory’s theorem) Let V be a real vector space and
let A be a subset of V. Assume, moreover, that A is contained in an affine
subspace of V having dimension n. For every vector v € conv(A) in the
convexr hull of A, there exist m < n + 1 vectors ui,...,u, € A such that
v € conv({ut,...,um}).

FExtreme points

A point w € C in a convex set C is said to be an extreme point of C if, for
every expression

w=Au+(1-Nv (1.237)

for which u,v € C and A € (0,1), it holds that u = v = w. In words, the
extreme points are those elements of C that do not lie properly between two
distinct points of C.

The following theorem states that every convex and compact subset of a
finite-dimensional vector space, over the real or complex numbers, is equal
to the convex hull of its extreme points.

Theorem 1.10 (Minkowski) Let V be a finite-dimensional vector space
over the real or complex numbers, let C CV be a compact and convex set,
and let A C C be the set of extreme points of C. It holds that C = conv(A).

A few examples of convex and compact sets, along with an identification
of their extreme points, follow.

1. The spectral norm unit ball. For any complex Euclidean space X, the set
(X eL(x) : |X| <1} (1.238)

is a convex and compact set. The extreme points of this set are the
unitary operators U(X).
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2. The trace norm unit ball. For any complex Euclidean space X, the set
[XeL@): XL <1) (1.239)

is a convex and compact set. The extreme points of this set are those
operators of the form uv* for u,v € S(X) unit vectors.

3. Density operators. For any complex Euclidean space X, the set D(X)
of density operators acting on X is convex and compact. The extreme
points of D(X) coincide with the rank-one projection operators. These
are the operators of the form uu* for u € S(X) being a unit vector.

4. Probability vectors. For any alphabet X, the set of probability vectors
P(X) is convex and compact. The extreme points of this set are the
elements of the standard basis {e, : a € X} of R¥.

Hyperplane separation and min-max theorems

Convex sets in real Euclidean spaces possess a fundamentally important
property: every vector lying outside of a given convex set in a real Euclidean
space can be separated from that convex set by a hyperplane. That is, if the
underlying real Euclidean space has dimension n, then there exists an affine
subspace of that space having dimension n — 1 that divides the entire space
into two half-spaces: one contains the convex set and the other contains
the chosen point lying outside of the convex set. The following theorem
represents one specific formulation of this fact.

Theorem 1.11 (Hyperplane separation theorem) Let V be a real Euclidean
space, let C C 'V be a closed, convex subset of V, and let uw € V be a vector
with u € C. There exists a vector v € V and a scalar o € R such that

(v,uy < a < (v,w) (1.240)

for allw € C. If C is a cone, then v may be chosen so that (1.240) holds for
a=0.

Another theorem concerning convex sets that finds uses in the theory of
quantum information is the following theorem.

Theorem 1.12 (Sion’s min-max theorem) Let X and Y be real or complex
Euclidean spaces, let A C X and B C ) be convex sets with B compact, and
let f: AxB— R be a continuous function such that

1. uw— f(u,v) is a convex function on A for all v € B, and
2. v f(u,v) is a concave function on B for all u € A.
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It holds that
inf = inf . 1.241
s ) = g gl S ) (24

1.2.2 Probability theory

Concepts from probability theory will play an important role throughout
much of this book. Probability distributions over alphabets or other finite
sets will be viewed as having fundamental importance; they arise naturally
when information-theoretic tasks and settings are considered. The reader is
assumed to have familiarity with basic probability theory for distributions
over sets with finitely many elements. It will also be convenient to use the
language of probability theory to discuss properties of Borel measures.

Random variables distributed with respect to probability measures

Suppose A is a subset of a finite-dimensional real or complex vector space
V and p : Borel(A) — [0,1] is a probability measure (by which it is meant
that p is a normalized Borel measure). A random wvariable X distributed
with respect to p is a real-valued, integrable Borel function of the form

X:A—R, (1.242)

which is typically viewed as representing an outcome of a random process
of some sort.

For every Borel subset B C R of the real numbers, the probability that X
takes a value in B is defined as

Pr(XeB)=pu({ue A: X(u) € B}). (1.243)
As a matter of notational convenience, one often writes expressions such as
Pr(X >38) and Pr(|X —p|>¢), (1.244)

which are to be understood as meaning Pr(X € B) for
B={acR:a>p} and B={aecR:|a—F|>c¢}, (1.245)

respectively. Other expressions of this form are interpreted in an analogous
way.

The union bound states, for any random variable X and arbitrary Borel
subsets By, ..., B, of R, that

Pr(X €eBiU---UB,) <Pr(X € B1)+---+Pr(X € By,). (1.246)
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The expected value (or mean value) of a random variable X, distributed
with respect to a probability measure u : Borel(A) — [0, 1], is defined as

B(X) = / X (u) dpa(u). (1.247)

If X is a random variable taking nonnegative real values, then it holds that

E(X) = / Pr(X > A)dA. (1.248)
0

Random variables for discrete distributions

For a given alphabet ¥ and a probability vector p € P(X), one may also
define a random variable X, distributed with respect to p, in an analogous
way to a random variable distributed with respect to a Borel measure. In
particular, such a random variable is a function of the form

X: ¥ =R, (1.249)
and for every subset I' C ¥ one writes
Pr(X el)=> pla). (1.250)
a€l
In this case, the ezpected value (or mean value) of X is
E(X) = z;:p(a)X(a). (1.251)
a€

It is, in some sense, not necessary for random variables distributed with
respect to probability vectors of the form p € P(X) to be viewed as being
fundamentally different from random variables distributed with respect to
Borel probability measures. Indeed, one may consider the set

{1,...,n} CR, (1.252)

for some choice of a positive integer n, and observe that every subset of
{1,...,n} is a Borel subset of this set. The Borel probability measures

w: Borel({1,...,n}) — [0,1] (1.253)

coincide precisely with the set of all probability vectors p € P({1,...,n})
through the equations

uB) =3 pb) and p(a) = p({a}), (1.254)
beB

for every BC {1,...,n} and a € {1,...,n}.
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Thus, by associating an arbitrary alphabet ¥ with the set {1,...,n}, one
finds that a random variable distributed with respect to a probability vector
p € P(X) is represented by a random variable distributed with respect to a
Borel probability measure.

Vector and operator valued random variables

It is sometimes convenient to define random variables that take vector or
operator values, rather than real number values. Random variables of this
sort will always be specified explicitly in terms of ordinary random variables
(i.e., ones that take real values) in this book. For example, given random
variables X1,..., X, and Y1, ...,Y,, for some choice of a positive integer n,
one may refer to the vector-valued random variables

(X1,....Xn) €R" and (Xi+iYi,..., X, +i¥,) €C".  (1.255)

The default meaning of the term random variable should be understood as
referring to real-valued random variables, and the term vector-valued random
variable or operator-valued random variable will be used when referring to
random variables obtained in the manner just described.

Independent and identically distributed random variables

Two random variables X and Y are said to be independent if
Pr((X,Y)e Ax B)=Pr(X € A)Pr(Y € B) (1.256)

for every choice of Borel subsets A, B C R, and are said to be identically
distributed if

Pr(X € A) = Pr(Y € A) (1.257)

for every Borel subset A4 C R. In general, these conditions do not require
that X and Y are defined with respect to the same Borel measure. In both
cases, these notions may be extended to more than two random variables,
as well as to vector-valued random variables, in a straightforward way.

Suppose that A is a subset of a finite-dimensional real or complex vector
space, i : Borel(A) — [0, 1] is a probability measure, and Y : A — R is a
random variable distributed with respect to p. For any choice of a positive
integer n, one may consider independent and identically distributed random
variables X1, ..., X,, each being distributed in the same way as Y. For the
purposes of this book, one may assume without a loss of generality that this
means that Xi,..., X, are Borel functions, taking the form

Xp: A" = R (1.258)
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and being defined as
Xk(uh...,un) = Y(uk) (1259)

for each k and each (uy,...,u,) € A" Moreover, each X} is understood to
be distributed with respect to the n-fold product measure p X --- X p on
A™. In essence, this formal specification represents the simple and intuitive
notion that Xy, ..., X, are uncorrelated copies of the random variable Y.

A few fundamental theorems

A few fundamental theorems concerning random variables will be used later
in this book. While these theorem do hold for more general notions of random
variables, the theorem statements that follow should be understood to apply
to random variables distributed with respect to Borel probability measures
(including random variables distributed with respect to probability vectors
of the form p € P(X) as a special case, as described above).

The first theorem to be stated in this subsection is Markov’s inequality,
which provides a sometimes coarse upper bound on the probability that a
nonnegative random variable exceeds a given threshold value.

Theorem 1.13 (Markov’s inequality) Let X be a random variable taking
nonnegative real values, and let € > 0 be a positive real number. It holds that

Pr(X >¢) < @ (1.260)

The next theorem, known as Jensen’s inequality, concerns the expected
value of a convex function applied to a random variable.

Theorem 1.14 (Jensen’s inequality) Suppose that X is a random variable
and f: R — R is a convex function. It holds that

fE(X)) < E(f(X)). (1.261)

Two additional theorems—known as the weak law of large numbers and
Hoeffding’s inequality—provide bounds on the deviation of the average value
of a collection of independent and identically distributed random variables
from their mean value.

Theorem 1.15 (Weak law of large numbers) Let X be a random variable
and let « = E(X). Assume, moreover, for every positive integer n, that
Xi,..., X, are independent random variables identically distributed to X.
For every positive real number € > 0, it holds that

(’X1+--~+Xn
n

lim Pr
n—0o00

- a' > a) =0. (1.262)
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Theorem 1.16 (Hoeffding’s inequality) Let Xi,...,X, be independent
and identically distributed random wvariables taking values in the interval
[0,1] and having mean value . For every positive real number € > 0 it holds
that

Xy 4.+ X
Pr(‘il—’_ + An

- — oz' > 5) < 2€Xp(—2n62). (1.263)

Gaussian measure and normally distributed random variables

The standard Gaussian measure on R is the Borel probability measure
v : Borel(R) — [0, 1] (1.264)

defined as

v(A) = \/;?Z exp <7%2) da (1.265)

for every A € Borel(R), where the integral is to be taken with respect to the
standard Borel measure on R. The fact that this is a well-defined measure
follows from the observation that the function
1 o? :
——exp(—%) ifaecA
ams VT (-%) (1.266)
0 otherwise

is an integrable Borel function for every Borel subset A C R, and the fact
that it is a probability measure follows from the Gaussian integral

/ exp(—o‘;) da = V27 (1.267)

A random variable X is a standard normal random variable if it holds
that Pr(X € A) = y(A) for every A € Borel(R). This is equivalent to saying
that X is identically distributed to a random variable Y (o) = a distributed
with respect to the standard Gaussian measure v on R.

The following integrals are among many integrals of a similar sort that
are useful when reasoning about standard normal random variables:

1. For every positive real number A > 0 and every real number g € R it

holds that
/ exp(—Aa? + Ba) da = ‘/E exp(B—Q) (1.268)
A ar) '
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2. For every positive integer n, it holds that

i 251 (15)
a"dy(a) = 2L, (1.269)
[row- 23

where the I'-function may be defined at positive half-integer points as
follows:

) VT iftm=0
r(%) ={1 ifm=1 (1.270)

meip(med) ifm > 2.
3. For every positive real number A > 0 and every pair of real numbers

Bo, B1 € R with Sy < B it holds that
B1
a2 dar = - exp(—AB2) — = exp(—Ag2

aexp(—Aa?)da = 2 exp(—A35) 9 exp(—AB7). (1.271)
Bo

This formula also holds for infinite values of 8y and (1, with the natural
interpretation exp(—oo) = 0.

For every positive integer n, the standard Gaussian measure on R™ is the
Borel probability measure

~n : Borel(R™) — [0, 1] (1.272)
obtained by taking the n-fold product measure of v with itself. Equivalently,
_ (2m)% Ml
(A = (2m)"2 [ exp 5 dvp(u), (1.273)
A

where v, denotes the n-fold product measure of the standard Borel measure
v with itself and the norm is the Euclidean norm.

The standard Gaussian measure on R" is invariant under orthogonal
transformations (which include rotations):

Mn(UA) =1 (A) (1.274)

for every Borel set A C R"™ and every orthogonal operator U € L(R"),
meaning one that satisfies UUT = 1. Therefore, for independent standard
normal random variables X1, ..., X,,, one has that the vector valued random
variable (X1, ..., X,,) is identically distributed to the vector-valued random
variable (Y1,...,Y,) obtained by defining
n
Vi =Y U(k,j)X; (1.275)
j=1



1.2 Analysis, convexity, and probability theory 53

for each k € {1,...,n}, for U € L(R") being any orthogonal operator. As a
consequence of this fact, one has that if the standard Gaussian measure is
projected onto a subspace, it is equivalent to the standard Gaussian measure
on that subspace.

Proposition 1.17 Let m and n be positive integers satisfying m < n and
let Ve L(R™,R™) satisfy V'V = 1. For every Borel set A CR™, one has

Ym(A) =({u eR" : VTu e A}). (1.276)

It follows from this proposition that the standard Gaussian measure 7, (V)
of any proper subspace V of R™ is zero.

Finally, for independent standard normal random variables Xy, ..., X,,
one may define a random variable

Y=/ X3+ -+ X2 (1.277)

The distribution of Y is known as the y-distribution. The mean value of Y
has the following closed-form expression:

VI ()

EY)=——~=". (1.278)

(%)

From this expression, it may be proved that
E(Y) = v,v/n, (1.279)

where (v1,ve,...) is a strictly increasing sequence that begins

3 N g
v = ;, vy = 7, vy = g, N (1280)

and converges to 1 in the limit as n goes to infinity.

1.2.3 Semidefinite programming

The paradigm of semidefinite programming finds numerous applications in
the theory of quantum information, both analytical and computational. This
section describes a formulation of semidefinite programming that is well-
suited to its (primarily analytical) applications found in this book.

Definitions associated with semidefinite programs
Let X and Y be complex Euclidean spaces, let ® € T(X,)) be a Hermitian-
preserving map, and let A € Herm(X) and B € Herm()) be Hermitian
operators. A semidefinite program is a triple (®, A, B), with which the
following pair of optimization problems is associated:
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Primal problem Dual problem
maximize: (A, X) minimize: (B,Y)
subject to: ®(X) = B, subject to:  ®*(Y) > A,

X € Pos(X). Y € Herm(Y).

With these problems in mind, one defines the primal feasible set A and the
dual feasible set B of (P, A, B) as follows:

A={X €Pos(X) : ®(X) = B},

B={Y € Herm(Y) : ®*(Y) > A}. (1.281)

Operators X € A and Y € B are also said to be primal feasible and dual
feasible, respectively.

The function X +— (A, X), from Herm(X) to R, is the primal objective
function, while the function Y — (B,Y’), from Herm()) to R, is the dual
objective function of (®, A, B). The optimum values associated with the
primal and dual problems are defined as

a=sup{(4,X): XeA} and B=if{(B)Y):Y eB}, (1282

respectively. (If it is the case that A = & or B = &, then one defines « = —oco
and 3 = oo, respectively.)

Semidefinite programming duality

Semidefinite programs have associated with them a notion of duality, which
refers to the special relationship between the primal and dual problems.

The property of weak duality, which holds for all semidefinite programs,
is that the primal optimum can never exceed the dual optimum. In more
succinct terms, it necessarily holds that o < §. This implies that every dual
feasible operator Y € B provides an upper bound of (B,Y) on the value
(A, X) that is achievable over all choices of a primal feasible X € A, and
likewise every primal feasible operator X € A provides a lower bound of
(A, X)) on the value (B,Y’) that is achievable over all dual feasible operators
Y e B.

It is not always the case that the primal optimum and dual optimum of
a semidefinite program (®, A, B) agree, but for many semidefinite programs
that arise naturally in applications, the primal optimum and dual optimum
will be equal. This situation is called strong duality. The following theorem
provides one set of conditions under which strong duality is guaranteed.
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Theorem 1.18 (Slater’s theorem for semidefinite programs) Let X and Y
be complex Euclidean spaces, let ® € T(X,)) be a Hermitian-preserving
map, and let A € Herm(X) and B € Herm(Y) be Hermitian operators.
Letting A, B, o, and B be as defined above for the semidefinite program
(®, A, B), one has the following two implications:

1. If a is finite and there exists a Hermitian operator Y € Herm(Y) such
that ®*(Y') > A, then a = 3, and moreover there exists a primal-feasible
operator X € A such that (A, X) = a.

2. If B is finite and there exists a positive definite operator X € PA(X) such
that ®(X) = B, then o = 3, and moreover there exists a dual-feasible
operator Y € B such that (B,Y) = f3.

In the situation that the optimum primal and dual values are equal, and
are both achieved for some choice of feasible operators, a simple relationship
between these operators, known as complementary slackness, must hold.

Proposition 1.19 (Complementary slackness for semidefinite programs)
Let X and Y be complex Euclidean spaces, let ® € T(X,)) be a Hermitian-
preserving map, and let A € Herm(X) and B € Herm()) be Hermitian
operators. Let A and B be the primal-feasible and dual-feasible sets associated
with the semidefinite program (¥, A, B), and suppose that X € A andY € B
are operators satisfying (A, X) = (B,Y). It holds that

(V)X = AX. (1.283)

Simplified forms and alternative expressions of semidefinite programs

Semidefinite programs are typically presented in a way that is somewhat
less formal than a precise specification of a triple (®, A, B), for ® € T(X,Y)
being a Hermitian-preserving map and A € Herm(X) and B € Herm())
being Hermitian operators. Rather, the primal and dual problems are stated
directly, often in a simplified form, and it is sometimes left to the reader
to formulate a triple (®, A, B) that corresponds to the simplified problem
statements.

Two examples of semidefinite programs follow, in both cases including
their formal specifications and simplified forms.

Example 1.20 (Semidefinite program for the trace norm) Let X and )
be complex Euclidean spaces and let K € L(X,)) be any operator. Define
a Hermitian-preserving map ® € T(X @ Y) as

X - X 0
<1><. Y)_(O Y) (1.284)
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for all X € L(X) and Y € L()), where the dots represent elements of
L(X,Y) and L(), X) that are effectively zeroed out by ®. The map ® is
self-adjoint: ®* = ®. Also define A, B € Herm(X @ ) as

_1/{0 K* _(1x O
A2<K O> and B(O Ily>' (1.285)

The primal and dual problems associated with the semidefinite program
(®, A, B) may, after some simplifications, be expressed as follows:

Primal problem Dual problem
1 1 1 1
maximize: 5([(, Zy + 5([(*7 Z*)  minimize: 3 Tr(X) + 3 Tr(Y)
. 1y Z* . X -—-Kr
3 : > 3 : >
subject to (Z ]ly) >0, subject to (—K v ) >0,
Z e L(X,)). X € Pos(X),
Y € Pos()).

The primal and dual optima are equal for all choices of K, and given by
| K||1. (Given a singular value decomposition of K, one can construct both
a primal feasible and dual feasible solution achieving this value.)

A standard way of expressing this semidefinite program would be to list
only the simplified primal and dual problems given above, letting the triple
(@, A, B) be specified implicitly.

Example 1.21 (Semidefinite programs with inequality constraints) Let X,
Y, and Z be complex Euclidean spaces, let ® € T(X,)) and ¥ € T(X, Z)
be Hermitian-preserving maps, and let A € Herm(X), B € Herm(Y), and
C € Herm(Z) be Hermitian operators. Define a map

EcTX®Z,Y0 2) (1.286)

_(x - D(X) 0
:(- Z>_( 0 \IJ(X)JrZ) (1.287)

for all X € L(X) and Z € L(Z). (Similar to the previous example, the dots
in the argument to = represent arbitrary elements of L(X, Z) and L(Z, X)
upon which = does not depend.) The adjoint map

as

S eTVGZ X Z) (1.288)
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Y O (Y)+U*(Z) 0
(-0 @ 0

The primal and dual problems of the semidefinite program specified by
the map =, together with the Hermitian operators

to = is given by

[1]

A0 B 0
(0 O)EHerm(XEBZ) and <0 C)EHerm(yEBZ), (1.290)

may be expressed in the following simplified form:

Primal problem Dual problem
maximize: (A, X) minimize: (B,Y) + (C, Z)
subject to: ®(X) = B, subject to: ®*(Y) +¥*(Z) > A,

U(X)<C, Y € Herm(Y),
X € Pos(X). Z € Pos(Z).

It is sometimes convenient to consider semidefinite programming problems
of this form, that include both equality and inequality constraints in the
primal problem, as opposed to just equality constraints.

1.3 Suggested references

Several textbooks cover the material on linear algebra summarized in this
chapter; the classic books of Halmos (1978) and Hoffman and Kunze (1971)
are two examples. Readers interested in a more modern development of
linear algebra for finite dimensional spaces are referred to the book of Axler
(1997). The books of Horn and Johnson (1985) and Bhatia (1997) also cover
much of the material on linear algebra that has been summarized in this
chapter (and a great deal more, including relevant theorems to be proved
in subsequent chapters of this book), with a focus on the matrix-theoretic
aspects of the subject.

There are also many textbooks on mathematical analysis, including the
classic texts of Rudin (1964) and Apostol (1974), as well as the books of
Bartle (1966) and Halmos (1974) that focus on measure theory. The book of
Rockafellar (1970) is a standard reference on convex analysis, and the two
volume collection of Feller (1968, 1971) is a standard reference on probability
theory. Semidefinite programming is discussed by Wolkowicz, Saigal, and
Vandenberge (2000).

2

Basic notions of quantum information

This chapter introduces the most basic objects and notions of quantum
information theory, including registers, states, channels, and measurements,
and investigates some of their elementary properties.

2.1 Registers and states

This first section of the chapter concerns registers and states. A register is
an abstraction of a physical device in which quantum information may be
stored, and the state of a register represents a description of its contents at
a particular instant.

2.1.1 Registers and classical state sets

The term register is intended to be suggestive of a computer component in
which some finite amount of data can be stored and manipulated. While this
is a reasonable picture to keep in mind, it should be understood that any
physical system in which a finite amount of data may be stored, and whose
state may change over time, could be modeled as a register. For example,
a register could represent a medium used to transmit information from a
sender to a receiver. At an intuitive level, what is most important is that
registers represent mathematical abstractions of physical objects, or parts
of physical objects, that store information.

Definition of registers
The following formal definition of a register is intended to capture a basic
but nevertheless important idea, which is that multiple registers may be
viewed collectively as forming a single register. It is natural to choose an
inductive definition for this reason.
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][] [
Z Z, Zs

Figure 2.1 The tree associated with the registers described in Example 2.2.

Definition 2.1 A register X is either one of the following two objects:

1. An alphabet X.
2. Ann-tuple X = (Yq,...,Yy), where n is a positive integer and Y1, ..., Y,
are registers.

Registers of the first type are called simple registers and registers of the
second type are called compound registers when it is helpful to distinguish
them.

In the case of a simple register X = X, the alphabet ¥ represents the
set of classical states that the register may store. The classical state set
associated with a compound register will be specified shortly. As is suggested
by the definition, registers will be denoted by capital letters in a sans serif
font, such as X, Y, and Z. Sometimes registers will be subscripted, such as
X1, ..., Xp, when it is necessary to refer to a variable number of registers or
convenient to name them in this way for some other reason.

Based on Definition 2.1, one may naturally identify a tree structure with
a given register, with each leaf node corresponding to a simple register. A
register Y is said to be a subregister of X if the tree associated with Y is a
subtree of the tree associated with X.

Example 2.2 Define registers X, Yo, Y1, Z1, Z3, and Z3, as follows:

X = (YOaYl)a Y0:{1>27374}a Zl :{071}7
Y1 = (Zl>ZQa 23)7 Zy = {07 1}7 (21)
Zs = {0,1).

The tree associated with the register X is illustrated in Figure 2.1. The
subregisters of X include Yy, Y1, Z1, Za, Z3, and (trivially) X itself.
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The classical state set of a register

Every register has associated with it a classical state set, as specified by the
following definition.

Definition 2.3 The classical state set of a register X is determined as
follows:

1. If X =X is a simple register, the classical state set of X is X.
2. X =(Y1,...,Yy) is a compound register, the classical state set of X is
the Cartesian product

Y =Ty x - xTy, (2.2)

where I'y denotes the classical state set associated with the register Yy
for each k € {1,...,n}.

Elements of a register’s classical state set are called classical states of that
register.

The term classical state is intended to be suggestive of the classical notion
of a state in computer science. Intuitively speaking, a classical state of a
register can be recognized unambiguously, like the values 0 and 1 stored
by a single bit memory component. The term classical state should not be
confused with the term state, which by default will mean quantum state
rather than classical state throughout this book.

A register is said to be trivial if its classical state set contains just a single
element. While trivial registers are useless from the viewpoint of information
processing, it is mathematically convenient to allow for this possibility. The
reader will note, however, that registers with empty classical state sets are
disallowed by the definition. This is consistent with the idea that registers
represent physical systems; while it is possible that a physical system could
have just one possible classical state, it is nonsensical for a system to have
no states whatsoever.

Reductions of classical states
There is a straightforward way in which each classical state of a register
uniquely determines a classical state for each of its subregisters. To be more
precise, suppose that

X=(Y1,...,Yn) (2.3)
is a compound register. Let I'y,..., T, denote the classical state sets of the
registers Y1, ..., Y,, respectively, so that the classical state set of X is equal

to X =T x -+ xI'. A given classical state a = (b1,...,b,) of X then
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determines that the classical state of Yy is by € T'y, for each k € {1,...,n}.
By applying this definition recursively, one defines a unique classical state
of each subregister of X.

Conversely, the classical state of any register is uniquely determined by
the classical states of its simple subregisters. Every classical state of a given
register X therefore uniquely determines a classical state of any register
whose simple subregisters form a subset of those of X. For instance, if X
takes the form (2.3), then one may wish to consider a new register

Z=r, Y0 (2.4)

for some choice of indices 1 < k1 < -+ < ky, < n. If a = (by,...,by) is the
classical state of X at a particular moment, then the corresponding state of
Zis (bkl, e 7bkm)'

2.1.2 Quantum states of registers

Quantum states, as they will be presented in this book, may be viewed as
being analogous to probabilistic states, with which the reader is assumed to
have some familiarity.

Probabilistic states of registers

A probabilistic state of a register X refers to a probability distribution, or
random mixture, over the classical states of that register. Assuming the
classical state set of X is X, a probabilistic state of X is identified with
a probability vector p € P(X); the value p(a) represents the probability
associated with a given classical state a € 3. It is typical that one views a
probabilistic state as being a mathematical representation of the contents
of a register, or of a hypothetical individual’s knowledge of the contents of
a register, at a particular moment.

The difference between probabilistic states and quantum states is that,
whereas probabilistic states are represented by probability vectors, quantum
states are represented by density operators (q.v. Section 1.1.2). Unlike the
notion of a probabilistic state, which has a relatively clear and intuitive
meaning, the notion of a quantum state can seem non-intuitive. While it
is both natural and interesting to seek an understanding of why Nature
appears to be well-modeled by quantum states in certain regimes, this book
will not attempt to provide such an understanding: quantum states will be
considered as mathematical objects and nothing more.
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The complex Fuclidean space associated with a register

It is helpful to introduce the following terminology to discuss quantum states
in mathematical terms.

Definition 2.4 The complex Euclidean space associated with a register X
is defined to be C*, for ¥ being the classical state set of X.

The complex Euclidean space associated with a given register will be
denoted by the same letter as the register itself, but with a scripted font
rather than a sans serif font. For example, the complex Euclidean space
associated with a register X will be denoted X, and the spaces associated
with registers Yy, ...,Y, will be denoted )1, ...,V,.

The reader will note that the complex Euclidean space X associated with
a compound register X = (Y1,...,Y},) is given by the tensor product

This fact follows directly from the definition stating that the classical state
set of X is given by ¥ = T’y X - - - x '), assuming that the classical state sets of
Yi,..., Yy are I'1, ..., Ty, respectively; one has that the complex Euclidean
space associated with X is

X=C'=C"" =y -0, (2.6)

for Y1 =CI', ..., Y, = Cl'n.

Definition of quantum states

As stated above, quantum states are represented by density operators. The
following definition makes this precise.

Definition 2.5 A quantum state is a density operator of the form p € D(X)
for some choice of a complex Euclidean space X.

When one refers to a quantum state of a register X, it is to be understood
that the state in question takes the form p € D(X) for X being the complex
Euclidean space associated with X. It is common that the term state is used
in place of quantum state in the setting of quantum information, because
it is the default assumption that one is primarily concerned with quantum
states (as opposed to classical states and probabilistic states) in this setting.
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Convex combinations of quantum states

For every complex Euclidean space X, the set D(X) is a convex set. For any
choice of an alphabet I', a collection

{pa : a €T} CD(X) (2.7)

of quantum states, and a probability vector p € P(T), it therefore holds that
the convex combination
p=">_pa)pa (2.8)
acl

is an element of D(X). The state p defined by the equation (2.8) is said to be
a mizture of the states {p, : a € I'} according to the probability vector p.

Suppose that X is a register whose associated complex Euclidean space
is X. It is taken as an axiom that a random selection of a € I' according to
the probability vector p, followed by a preparation of X in the state p,, results
in X being in the state p defined in (2.8). More succinctly, random selections
of quantum states are assumed to be represented by convex combinations of
density operators.

Ensembles of quantum states
The notion of a probability distribution over a finite set of quantum states
arises frequently in the theory of quantum information. A distribution of
the form described above may be succinctly represented by a function

n: T — Pos(X) (2.9)

satisfying the constraint

TY(Zn(a)) =1 (2.10)
acl’

A function n of this sort is called an ensemble of states. The interpretation
of an ensemble of states n : I' — Pos(X) is that, for each element a € T,
the operator n(a) represents a state together with the probability associated
with that state: the probability is Tr(n(a)), while the state is

__n(a)
Pa = =75
Tr(n(a))
(The operator p, is, of course, determined only when n(a) # 0. In the case
that n(a) = 0 for some choice of a, one does not generally need to specify a
specific density operator p,, as it corresponds to a discrete event that occurs

(2.11)

with probability zero.)
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Pure states

A quantum state p € D(X) is said to be a pure state if it has rank equal
to 1. Equivalently, p is a pure state if there exists a unit vector u € X such
that

p=uu”. (2.12)

It follows from the spectral theorem (Corollary 1.4) that every quantum state
is a mixture of pure quantum states, and moreover that a state p € D(X) is
pure if and only if it is an extreme point of the set D(X).

It is common that one refers to the pure state (2.12) simply as u, rather
than wu*. There is an ambiguity that arises in following this convention: if
one considers two unit vectors v and v = au, for any choice of a € C with
|a] = 1, then their corresponding pure states uu® and vv* are equal, as

w* = |a)?uu* = uu*. (2.13)

Fortunately, this convention does not generally cause confusion; it must
simply be kept in mind that every pure state corresponds to an equivalence
class of unit vectors, where u and v are equivalent if and only if v = au for
some choice of a € C with |a| = 1, and that any particular unit vector may
be viewed as being a representative of a pure state from this equivalence
class.

Flat states
A quantum state p € D(X) is said to be a flat state if it holds that
I
= 2.14
) (2.14)
for a nonzero projection operator II € Proj(X). The symbol w will often be
used to denote a flat state, and the notation
Iy
Wy, =
)

is sometimes used to denote the flat state proportional to the projection IIy,

(2.15)

onto a nonzero subspace V C X. Specific examples of flat states include pure
states, which correspond to the case that II is a rank-one projection, and
the completely mized state

¥ dim(x)
Intuitively speaking, the completely mixed state represents the state of
complete ignorance, analogous to a uniform probabilistic state.

(2.16)
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Classical states and probabilistic states as quantum states

Suppose X is a register and ¥ is the classical state set of X, so that the
complex Euclidean space associated with X is X = C*. Within the set D(X)
of states of X, one may represent the possible classical states of X in the
following simple way: the operator E,, € D(X) is taken as a representation
of the register X being in the classical state a, for each a € ¥. Through this
association, probabilistic states of registers correspond to diagonal density
operators, with each probabilistic state p € P(X) being represented by the
density operator

> pla)Eqq = Diag(p). (2.17)

a€eX
In this way, the set of probabilistic states of a given register form a subset
of the set of all quantum states of that register (with the containment being
proper unless the register is trivial).!

Within some contexts, it may be necessary or appropriate to specify that
one or more registers are classical registers. Informally speaking, a classical
register is one whose states are restricted to being diagonal density operators,
corresponding to a classical (probabilistic) states as just described. A more
formal and precise meaning of this terminology must be postponed until the
section on quantum channels following this one.

Product states

Suppose X = (Y1,...,Yy) is a compound register. A state p € D(X) is said
to be a product state of X if it takes the form

p:0'1®"'®Un (218)

for o1 € D(Q4), ..., on € D(Yy) being states of Yi,...,Yy,, respectively.
Product states represent independence among the states of registers, and
when the compound register X = (Y1,...,Yy) is in a product state p of the
form (2.18), the registers Y1,...,Y,, are said to be independent. When it is
not the case that Yy,...,Y, are independent, they are said to be correlated.

Example 2.6 Consider a compound register of the form X = (Y, Z), for Y

and Z being registers sharing the classical state set {0,1}. (Registers having

the classical state set {0,1} are typically called qubits, which is short for

quantum bits.)

1 The other basic notions of quantum information to be discussed in this chapter have a similar
character of admitting analogous probabilistic notions as special cases. In general, the theory

of quantum information may be seen as an extension of classical information theory, including
the study of random processes, protocols, and computations.
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The state p € D(Y ® Z) defined as
1 1 1 1
p= ZEO,O ® Eoo + EEO,O ® F11+ ZEI’I ® Eoo + ZEI,I ®E (2.19)
is an example of a product state, as one may write
1 1 1 1
= =FE -F —E ~FE11). 2.2
p (2 0,0 + 5 1,1) ® (2 0,0 + 2 1,1) (2.20)

Equivalently, in matrix form, one has

1000
03 00 $ 0 30
= J =2 2 0. 2.21
=fo i 2ol 3)e (6 220
000 ;
The states 0,7 € D()Y ® Z) defined as
1 1
=5 0,0®E0,0+§E1,1®E1,1 (2.22)

and

1 1 1 1
T = §E0,0 ® oo + 7 E01® Eo1 + §E1,0 ® B+ §E1,1 ®FEi  (223)

are examples of states that are not product states, as they cannot be written
as tensor products, and therefore represent correlations between the registers
Y and Z. In matrix form, these states are as follows:

1 1 1
5000 00 4
0000 0000

=100 0 0 and ™=10 0 0 0 (2.24)
000 3 100 3

The states p and o are diagonal, so they correspond to probabilistic states;
p represents the situation in which Y and Z store independent random bits,
while o represents the situation in which Y and Z store perfectly correlated
random bits. The state 7 does not represent a probabilistic state, and more
specifically is an example of an entangled state. Entanglement is a particular
type of correlation having great significance in quantum information theory,
and is the primary focus of Chapter 6.

Bases of density operators

It is an elementary fact, but nevertheless a useful one, that for every complex
Euclidean space X there exist spanning sets of the space L(X') consisting
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only of density operators. One implication of this fact is that every linear
mapping of the form

¢:L(X) > C (2.25)

is uniquely determined by its action on the elements of D(X). This implies,
for instance, that channels and measurements are uniquely determined by
their actions on density operators. The following example describes one way
of constructing such a spanning set.

Example 2.7 Let X be an alphabet, and assume that a total ordering has
been defined on X. For every pair (a,b) € ¥ x X, define a density operator
pap € D(C¥) as follows:

Eiq ifa=10
Pap = 2(ea +ep)(ea+ep)*  ifa<b (2.26)
$(eq +iep)(eq + iey)* if a > b.

For each pair (a,b) € ¥ x ¥ with a < b, one has

1 1 . 1 1
Pab — 5Paa — 5Pbb | — | Pba — SPaa — 5Pbb | = Ea,b:
2 2 2 2
(2.27)
1 1 . 1 1
Pab — 5Paa = 5Pbb +i| pra — SPaa = 5Pbb ) = Eyq,
and from these equations it follows that
span{pap : (a,b) € X x ¥} = L(C*). (2.28)

2.1.3 Reductions and purifications of quantum states

One may consider a register obtained by removing one or more subregisters
from a given compound register. The quantum state of any register that
results from this process, viewed in isolation from the subregisters that
were removed, is uniquely determined by the state of the original compound
register. This section explains how such states are determined. The special
case in which the original compound register is in a pure state is particularly
important, and is discussed in detail.

The partial trace and reductions of quantum states
Let X = (Y1,...,Yy) be a compound register, for n > 2. For any choice of
ke {1,...,n}, one may form a new register

(Yl,...,kal,Y]H,l,...,Yn) (2.29)
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by removing the register Yj from X and leaving the remaining registers
untouched. For every state p € D(&X) of X, the state of the register (2.29)
that is determined by this process is called the reduction of p to the register
(2.29), and is denoted p[Y1,...,Yk—1, Yit1,..., Yp]. This state is defined as

p[Yl,...,Yk,I,YkJrl,...,Yn] = Tryk(p), (230)
where
Try, €TV Q@ @V, N1 Q@ Vi1 @ Vi1 @ - Q@ Vi) (2.31)

denotes the partial trace mapping (q.v. Section 1.1.2).2 This is the unique
linear mapping that satisfies the equation

Tryk(n X ® Yn) = TI‘(Yk) VI® @Y1 @Y1 ®---0Y, (2.32)
for all operators Y € L()1), ..., Y, € L()y). Alternately, one may define
Try, =lop) @ QL) @Tr @iy, ) @+ @ Ly, (2.33)

where it is to be understood that the trace mapping on the right-hand side
of this equation acts on L(}).

If the classical state sets of Yi,...,Y, are I'1,..., [, respectively, one
may write the ((a1,...,a5_1,ak11,---5an), (b1, ..., bk_1,bg11,--.,by)) entry
of the state p[Y1,...,Yg—1,Ykt1,. .., Yn] explicitly as

Z p((al, ey AQf—1,Cy Af415 - - .,an), (b], ey bkfl,c, bk+1, .. ,bn)) (234)
cely

for each choice of aj,b; € I'; and j ranging over the set {1,...,n}\{k}.

Example 2.8 Let Y and Z be registers, both having the classical state
set 3, let X =(Y,Z), and let u € X =Y ® Z be defined as

1
u = ﬁ Z eq ® €q, (235)

acy
so that
wu = % al% Eup ® Eqp. (2.36)
It holds that
(uu™)[Y] = f;‘ a%ejz Tr(Eop)Eap = é]ly. (2.37)

2 Tt should be noted that reductions of states are determined in this way, by means of the
partial trace, by necessity—no other choice is consistent with the basic notions concerning
channels and measurements to be discussed in the sections following this one.
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The state uu* is the canonical example of a mazimally entangled state of
two registers sharing the classical state set 3.

By applying this definition iteratively, one finds that each state p of the

register (Y1,...,Y,) uniquely determines the state of

(Ykl’ s 7Ykm)7 (238)
for k1,...,kn being any choice of indices satisfying 1 < k; < --- < ky, < n.
The state determined by this process is denoted p[Yy,,. .., Yk, ] and again

is called the reduction of p to (Yi,,..., Yk, )-

The definition above may be generalized in a natural way so that it allows
one to specify the states that result from removing an arbitrary collection
of subregisters from a given compound register, assuming that this removal
results in a valid register. For the registers described in Example 2.2, for
instance, removing the subregister Z3 from X while it is in the state p would
leave the resulting register in the state

(Lo ® (Liizy) © Lz, @ Tr))(p), (2.39)

with the understanding that the trace mapping is defined with respect to
Z3. The pattern represented by this example, in which identity mappings
and trace mappings are tensored in accordance with the structure of the
register under consideration, is generalized in the most straightforward way
to other examples. While it is possible to formalize this definition in complete
generality, there is little point in doing so for the purposes of this book: all of
the instances of state reductions to be encountered are either cases where the
reductions take the form p[Yg,,..., Yg,,], as discussed above, or are easily
specified explicitly as in the case of the example (2.39) just mentioned.

Purifications of states and operators

In a variety of situations that arise in quantum information theory, wherein
a given register X is being considered, it is useful to assume (or simply to
imagine) that X is a subregister of a compound register (X,Y), and to view
a given state p € D(X) of X as having been obtained as a reduction

p=o[X] =Try(o) (2.40)

of some state o of (X,Y). Such a state o is called an extension of p. It is
particularly useful to consider the case in which o is a pure state, and to ask
what the possible states of X are that can arise from a pure state of (X,Y)
in this way. This question has a simple answer to be justified shortly: a state
p € D(X) of X can arise in this way if and only if the rank of p does not
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exceed the number of classical states of the register Y removed from (X,Y)
to obtain X.

The following definition is representative of the situation just described.
The notion of a purification that it defines is used extensively throughout
the remainder of the book.

Definition 2.9 Let X and ) be complex Euclidean spaces, let P € Pos(X)
be a positive semidefinite operator, and let u € X®) be a vector. The vector
u is said to be a purification of P if

Try (uu*) = P. (2.41)

This definition deviates slightly from the setting described above in two
respects. One is that P is not required to have unit trace, and the other is
that the vector u is taken to be the object that purifies P rather than the
operator uu*. Allowing P to be an arbitrary positive semidefinite operator
is a useful generalization that will cause no difficulties in developing the
concept of a purification (and the term extension is generalized in a similar
way), while referring to u rather than uu* as the purification of P is simply
a matter of convenience based on the specific ways that the notion is most
typically used—it is also common that the operator uu* is the object referred
to as a purification.

It is straightforward to generalize the notion of a purification. One may, for
instance, consider the situation in which X is a register that is obtained by
removing one or more subregisters from an arbitrary compound register Z.
A purification of a given state p € D(X) in this context would refer to any
pure state of Z whose reduction to X is equal to p. The most interesting
aspects of purifications are, however, represented by Definition 2.9, so the
remainder of the section focuses on this specific definition of purifications for
simplicity. It is to be understood, however, that the various facts concerning
purifications discussed extend easily and directly to a more general notion
of a purification.

Conditions for the existence of purifications

The vec mapping, defined in Section 1.1.2, is useful for understanding
purifications. Given that this mapping is a linear bijection from L(Y, X)
to X ® ), every vector u € X ® ) may be written as u = vec(A) for some
choice of an operator A € L(), X). By the identity (1.133), it holds that

Try(uu®) = Try(vec(A) vec(A)*) = AA™. (2.42)
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This establishes an equivalence between the following statements, for a given
choice of P € Pos(X):

1. There exists a purification u € X ® ) of P.
2. There exists an operator A € L(), X') such that P = AA*.

The next theorem, whose proof is based on this observation, justifies the
answer given above to the question on necessary and sufficient conditions
for the existence of a purification of a given operator.

Theorem 2.10 Let X and Y be complex Fuclidean spaces, and let
P € Pos(X) be a positive semidefinite operator. There exists a vector
u € X ®Y such that Try(uu*) = P if and only if dim()) > rank(P).

Proof As observed above, the existence of a vector u € X ® ) for which
Try(uu*) = P is equivalent to the existence of an operator A € L(Y,X)
satisfying P = AA*. Under the assumption that such an operator A exists,
it must hold that rank(P) = rank(A), and therefore dim(Y) > rank(P).

Conversely, under the assumption dim()) > rank(P), one may prove the
existence of an operator A € L(Y, X) satisfying P = AA* as follows. Let
r = rank(P) and use the spectral theorem (Corollary 1.4) to write

,
P =Y M(P)zpay (2.43)

k=1
for {z1,...,2,} C X being an orthonormal set. For an arbitrary choice of
an orthonormal set {y1,...,y,} C ), which must exist by the assumption

dim()) > rank(P), the operator

A= M P)md (2.44)
k=1

satisfies AA* = P. O

Corollary 2.11 Let X and Y be complex FEuclidean spaces satisfying
dim(Y) > dim(X). For every positive semidefinite operator P € Pos(X),
there exists a vector u € X ® Y such that Try(uu*) = P.

Unitary equivalence of purifications

Having established a simple condition under which a purification of a given
positive semidefinite operator exists, it is natural to consider the possible
relationships among different purifications of a given operator. The following
theorem establishes a useful relationship between purifications that must
always hold.
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Theorem 2.12 (Unitary equivalence of purifications) Let X and Y be
complex Euclidean spaces, let u,v € X @ Y be vectors, and assume that

Try(uu®) = Try(vv™). (2.45)
There exists a unitary operator U € U(Y) such that v = (1x ® U)u.

Proof Let A,B € L(),X) be the unique operators satisfying u = vec(A)
and v = vec(B), and let P € Pos(X) satisfy

Try(uu*) = P = Try(vv™). (2.46)

It therefore holds that AA* = P = BB*. Letting r = rank(P), it follows
that rank(A) = r = rank(B).

Next, let z1,...,2, € X be any orthonormal sequence of eigenvectors of
P with corresponding eigenvalues A1 (P), ..., A\-(P). As AA* = P = BB* it
is possible to select singular value decompositions

A= Z VAe(P)zryy, and B = Z Ak (P)zpwy, (2.47)
k=1 k=1

of A and B, for some choice of orthonormal collections {yi,...,y,} and
{w1,...,w,} of vectors in Y (as discussed in Section 1.1.3).

Finally, let V' € U(Y) be any unitary operator satisfying Vwy = y; for
every k € {1,...,r}. It follows that AV = B, and by taking U = V7 one
has

Iy U)u= (1x ® V") vec(A) = vec(AV) = vec(B) = v, (2.48)

as required. O

2.2 Quantum channels

Quantum channels represent discrete changes in states of registers that are
to be considered physically realizable (in an idealized sense). For example,
the steps of a quantum computation, or any other processing of quantum
information, as well as the effects of errors and noise on quantum registers,
are modeled as quantum channels.

2.2.1 Definitions and basic notions concerning channels

In mathematical terms, a quantum channel is a linear map, from one space
of square operators to another, that satisfies the two conditions of complete
positivity and trace preservation.
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Definition 2.13 A quantum channel (or simply a channel, for short) is a
linear map

& L(X) = L) (2.49)

(i.e., an element ® € T(X,Y)), for some choice of complex Euclidean spaces
X and Y, satisfying two properties:

1. ® is completely positive.
2. @ is trace preserving.

The collection of all channels of the form (2.49) is denoted C(X,)), and one
writes C(X') as a shorthand for C(X, X).

For a given choice of registers X and Y, one may view that a channel of
the form ® € C(X,)) is a transformation from X into Y. That is, when such
a transformation takes place, it is to be viewed that the register X ceases to
exist, with Y being formed in its place. Moreover, the state of Y is obtained
by applying the map ® to the state p € D(X) of X, yielding ®(p) € D(Y).
When it is the case that X =Y, one may simply view that the state of the
register X has been changed according to the mapping ®.

Example 2.14 Let X be a complex Euclidean space and let U € U(X) be
a unitary operator. The map ® € C(X) defined by

d(X)=UXU* (2.50)

for every X € L(X) is an example of a channel. Channels of this form
are called unitary channels. The identity channel 1, x, is one example of
a unitary channel, obtained by setting U = 1. Intuitively speaking, this
channel represents an ideal quantum communication channel or a perfect
component in a quantum computer memory, which causes no change in the
state of the register X it acts upon.

Example 2.15 Let X and ) be complex Euclidean spaces, and let
o € D(Y) be a density operator. The mapping ® € C(X,)) defined by

B(X) = Tr(X)o, (2.51)

for every X € L(X), is a channel. It holds that ®(p) = o for every p € D(X);
in effect, the channel ® represents the action of discarding the register X,
and replacing it with the register Y initialized to the state o. Channels of
this form will be called replacement channels.
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The channels described in the two previous examples (along with other
examples of channels) will be discussed in greater detail in Section 2.2.3.
While one may prove directly that these mappings are indeed channels, these
facts will follow immediately from more general results to be presented in
Section 2.2.2.

Product channels

Suppose Xi,...,X, and Yq,...,Y,, are registers, and recall that one denotes
by Xy,..., X, and )i, ..., YV, the complex Euclidean spaces associated with
these registers. A channel

QEC(X1®®X7L73}1®®J}7L) (252)
transforming (Xi,...,X;) into (Y1,...,Y,) is called a product channel if
P=0R-- -0, (2.53)

for some choice of channels ¥1 € C(X1,)1), ..., ¥, € C(Xy, V). Product
channels represent an independent application of a sequence of channels
to a sequence of registers, in a similar way to product states representing
independence among the states of registers.

An important special case involving independent channels is the situation
in which a given channel is performed on one register, while nothing at all
is done to one or more other registers under consideration. (As suggested in
Example 2.14, the act of doing nothing at all to a register is equivalent to
performing the identity channel on that register.)

Example 2.16 Suppose that X, Y, and Z are registers, and ® € C(X,))
is a channel that transforms X into Y. Also suppose that the compound
register (X, Z) is in some particular state p € D(X ® Z) at some instant, and
the channel ® is applied to X, transforming it into Y. The resulting state of
the pair (Y, Z) is then given by

(®®11z)(p) €DV ® 2), (2.54)

as one views that the identity channel 1,z, has independently been applied
to the register Z.

Example 2.16 illustrates the importance of the requirement that channels
are complete positive. That is, it must hold that (& ® 1z,)(p) is a density
operator for every choice of Z and every density operator p € D(X @ 2),
which together with the linearity of ® implies that ® is completely positive
(in addition to being trace preserving).
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State preparations as quantum channels

As stated in Section 2.1.1, a register is ¢rivial if its classical state set consists
of a single element. The complex Euclidean space associated with a trivial
register is therefore one-dimensional: it must take the form Ct%} for {a}
being the singleton classical state set of the register. No generality is lost in
associating such a space with the field of complex numbers C, and in making
the identification L(C) = C, one finds that the scalar 1 is the only possible
state for a trivial register. As is to be expected, such a register is therefore
completely useless from an information-processing viewpoint; the presence
of a trivial register does nothing more than to tensor the scalar 1 to the
state of any other registers under consideration.

It is instructive nevertheless to consider the properties of channels that
involve trivial registers. Suppose, in particular, that X is a trivial register
and Y is arbitrary, and consider a channel of the form ® € C(X,)) that
transforms X into Y. It must hold that ® is given by

®(a) =ap (2.55)

for all o € C, for some choice of p € D()), as ® must be linear and it
must hold that ®(1) is positive semidefinite and has trace equal to one. The
channel ® defined by (2.55) may be viewed as the preparation of the quantum
state p in a new register Y. The trivial register X can be considered as being
essentially a placeholder for this preparation, which is to occur at whatever
moment the channel ® is performed. In this way, a state preparation may
be seen as the application of this form of channel.

To see that every mapping of the form (2.55) is indeed a channel, for an
arbitrary choice of a density operator p € D(})’), one may check that the
conditions of complete positivity and trace preservation hold. The mapping
® given by (2.55) is obviously trace preserving whenever Tr(p) = 1, and the
complete positivity of ® is implied by the following simple proposition.

Proposition 2.17 Let Y be a complex Euclidean space and let P € Pos(Y)
be a positive semidefinite operator. The mapping ® € T(C,)) defined as
®(a) = aP for all a € C is completely positive.

Proof Let Z be any complex Euclidean space. The action of the mapping
® ® 1,z on an operator Z € L(Z) = L(C ® Z) is given by

(P®1z)(2)=P®Z (2.56)

If Z is positive semidefinite, then P ® Z is positive semidefinite as well, and
therefore ® is completely positive. O
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The trace mapping as a channel

Another situation in which a channel ® involves a trivial register is when
this channel transforms an arbitrary register X into a trivial register Y. By
identifying the complex Euclidean space ) with the complex numbers C as
before, one has that the channel ® must take the form ® € C(X,C).

The only mapping of this form that can possibly preserve trace is the
trace mapping itself, and so it must hold that

B(X) = Tr(X) (2.57)

for all X € L(X). To say that a register X has been transformed into a trivial
register Y is tantamount to saying that X has been destroyed, discarded, or
simply ignored. This channel was, in effect, introduced in Section 2.1.3 when
reductions of quantum states were defined.

In order to conclude that the trace mapping is indeed a valid channel, it
is necessary to verify that it is completely positive. One way to prove this
simple fact is to combine the following proposition with Proposition 2.17.

Proposition 2.18 Let ® € T(X,)) be a positive map, for X and Y being
complex Euclidean spaces. It holds that ®* is positive.

Proof By the positivity of ®, it holds that ®(P) € Pos(Y) for every positive
semidefinite operator P € Pos(X), which is equivalent to the condition that

(@, @(P)) 20 (2.58)

for all P € Pos(X) and Q € Pos()). It follows that

(2%(Q), P) =(Q,2(P)) >0 (2.59)
for all P € Pos(X) and @ € Pos()), which is equivalent to ®*(Q) € Pos(X)
for every @ € Pos()). The mapping ®* is therefore positive. O

Remark Proposition 2.18 implies that if & € CP(X,)) is a completely
positive map, then the adjoint map ®* is also completely positive; for if ® is
completely positive, then ® ® 1,5, is positive for every complex Euclidean
space Z, and therefore (® ® 1,5))* = ®* ® 1,5, is also positive.

Corollary 2.19 The trace mapping Tr € T(X,C), for any choice of a
complex Euclidean space X, is completely positive.

Proof The adjoint of the trace is given by Tr*(a) = aly for every « € C.
This map is completely positive by Proposition 2.17, therefore the trace map
is completely positive by the remark above. O



2.2 Quantum channels T

2.2.2 Representations and characterizations of channels

Suppose ® € C(X,)) is a channel, for X and Y being complex Euclidean
spaces. It may, in some situations, be sufficient to view such a channel
abstractly, as a completely positive and trace-preserving linear map of the
form ® : L(X) — L(Y) and nothing more. In other situations, it may be
useful to consider a more concrete representation of such a channel.

Four specific representations of channels (and of arbitrary maps of the
form ® € T(X,)), for complex Euclidean spaces X and ) are discussed
in this section. These different representations reveal interesting properties
of channels, and will find uses in different situations throughout this book.
The simple relationships among the representations generally allow one to
convert from one representation into another, and therefore to choose the
representation that is best suited to a given situation.

The natural representation

For any choice of complex FEuclidean spaces X and ), and for every linear
map ® € T(X,Y), it is evident that the mapping

vec(X) — vec(®(X)) (2.60)

is linear, as it can be represented as a composition of linear mappings. There
must therefore exist a linear operator K(®) € L(X ® X,Y ® Y) for which it
holds that

K(®) vec(X) = vec(®(X)) (2.61)

for all X € L(X). The operator K(®), which is uniquely determined by the
requirement that (2.61) holds for all X € L(X), is the natural representation
of @, as it directly represents the action of ® as a linear map (with respect
to the operator-vector correspondence).

It may be noted that the mapping K : T(X,)) - L(X @ X,V ® Y) is
linear:

K(a® 4+ 0¥) = aK(®) + K (V) (2.62)
for all choices of a, 8 € C and &,V € T(X,)). Moreover, K is a bijection,
as the action of a given mapping ® can be recovered from K (®); for each
operator X € L(X), one has that Y = ®(X) is the unique operator satisfying
vec(Y) = K(®) vec(X).

The natural representation respects the notion of adjoints, meaning that

K(®*) = (K(®))* (2.63)
for every map ® € T(X,)Y) (with the understanding that K refers to a
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mapping from T(Y,X) to L(Y ® Y, X ® X) on the left-hand side of this
equation, obtained by reversing the roles of X and ) in the definition above).

Despite the fact that the natural representation K(®) of a mapping ® is a
direct representation of the action of ® as a linear map, this representation
is the one of the four representations to be discussed in this section that
is the least directly connected to the properties of complete positivity and
trace preservation. As such, it will turn out to be the least useful of the four
representations from the viewpoint of this book. One explanation for why
this is so is that the aspects of a given map ® that relate to the operator
structure of its input and output arguments is not represented by K (®) in
a convenient or readily accessible form. The operator-vector correspondence
has the effect of ignoring this structure.

The Choi representation

For any choice of complex Euclidean spaces X and ), one may define a
mapping J : T(X,)) - L(Y ® X) as

J(®) = (@ ® Lyay) (vee(Lr) vec(Ly)*) (2.64)

for each ® € T(X,)). Alternatively, under the assumption that X = C*,
one may write

J(®) = > ®(Eap) ® Eap. (2.65)
a,bex

The operator J(®) is called the Choi representation (or the Choi operator)
of ®.

It is evident from the equation (2.65) that the mapping J is a linear
bijection. An alternative way to prove that the mapping J is a bijection
is to observe that the action of the mapping ® can be recovered from the
operator J(®) by means of the equation

(X)) = Tra(J(®)(1y @ XT)). (2.66)

There is a close connection between the operator structure of J(®) and the
aspects of ® that relate to the operator structure of its input and output
arguments. A central component of this connection is that a given map
® is completely positive if and only if J(®P) is positive semidefinite (as is
established by Theorem 2.22 below).

For a given map ® € T(X,)), the rank of its Choi representation J(®) is
called the Choi rank of ®.
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Kraus representations

For any choice of complex Euclidean spaces X and ), an alphabet X, and
collections

{A, : a€X} and {B,:a€X} (2.67)

of operators drawn from the space L(X,)), one may define a linear map
® e T(X,)) as

O(X)=> AXB; (2.68)
a€y
for every X € L(&X). The expression (2.68) is a Kraus representation of the
map ®. It will be established shortly that a Kraus representation exists for
every map of the form ® € T(X,)). Unlike the natural representation and
Choi representation, however, Kraus representations are not unique.
Under the assumption that @ is determined by the above equation (2.68),
it holds that
*(Y) =Y ALY B,, (2.69)
a€X

as follows from a calculation relying on the cyclic property of the trace:

<Y, > AaXB;> =Y Tr(Y*A.XB;)
a€s a€n (2.70)

=Y Tr(B}Y*A.X) = <Z A;YBG,X>

acx a€X
for every X € L(X) and Y € L(Y).

It is common in the theory of quantum information that one encounters
Kraus representations for which A, = B, for each a € X. As is established
by Theorem 2.22 below, such representations exist precisely when the map
being considered is completely positive.

Stinespring representations
Suppose X, ), and Z are complex Euclidean spaces and A, B € L(X,Y® Z)
are operators. One may then define a map ® € T(X,)) as
P(X)="Trz(AXB") (2.71)

for every X € L(X). The expression (2.71) is a Stinespring representation
of the map ®. Similar to Kraus representations, Stinespring representations
always exist for a given map ®, and are not unique.
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If a map ® € T(X,Y) has a Stinespring representation taking the form
(2.71), then it holds that

*(Y)=A"(Y®1z)B (2.72)
for all Y € L()). This observation follows from a calculation:

(Y, ®(X)) = (Y, Trz(AXB*)) = (Y ® 1z, AXB*)
=Tr((Y ® 12)*AXB*) = Te(B*(Y @ 12)*AX) (2.73)
= (A"(Y ©12)B, X)

for every X € L(X) and Y € L()). Expressions of the form (2.72) are
also sometimes referred to as Stinespring representations (in this case of the
map ®*), although the terminology will not be used in this way in this book.

Similar to Kraus representations, it is common in quantum information
theory that one encounters Stinespring representations for which A = B.
Also similar to Kraus representations, such representations exist if and only
if @ is completely positive.

Relationships among the representations
The following proposition relates the four representations discussed above

to one another, and (implicitly) shows how any one of the representations
may be converted into any other.

Proposition 2.20 Let X and Y be complex Euclidean spaces, let ¥ be
an alphabet, let {A, : a € £}, {B, : a € X} C L(X,Y) be collections of
operators indexed by %, and let ® € T(X,Y). The following four statements,
which correspond as indicated to the four representations introduced above,
are equivalent:

1. (Natural representation.) It holds that

K(®) =) A,® B,. (2.74)
a€y
2. (Choi representation.) It holds that
J(®) = Z vec(Aq) vec(B,)™. (2.75)
aeX

3. (Kraus representations.) It holds that

D(X)=> AXB; (2.76)
aey

for all X € L(X).
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4. (Stinespring representations.) For Z = C¥ and A,B € L(X,Y ® Z)
defined as

A=Y A;®e, and B=) B,®eq, (2.77)
aeXl aed
it holds that
d(X) = Trz(AX B*) (2.78)

for all X € L(X).

Proof The equivalence between statements 3 and 4 is a straightforward
calculation. The equivalence between statements 1 and 3 follows from the
identity

vec(Ag X BY) = (Ay @ By) vee(X) (2.79)

for all choices of a € ¥ and X € L(X). Finally, the equivalence between
statements 2 and 3 follows from the equations

(Aa 034 ‘ﬂ/y) Vec(ﬂx) = VeC(Aa), (280)
vec(1x)* (B ® Lx) = vec(B,)*,

which hold for every a € X. O

Corollary 2.21 Let X and )Y be complex Euclidean spaces, let ® € T(X,))
be a nonzero linear map, and let r = rank(J(®)) be the Choi rank of ®. The
following two facts hold:

1. For X being any alphabet with |X| = r, there exists a Kraus representation
of ® having the form

d(X) =) AXBj, (2.81)
aeX

for some choice of {Aq : a € X}, {By : a € ¥} C L(X,Y).
2. For Z being any complex Euclidean space with dim(Z) = r, there exists
a Stinespring representation of ® having the form

®(X) =Trz(AXB"), (2.82)
for some choice of operators A,B € L(X,Y ® Z).
Proof For X being any alphabet with |X| = r, it is possible to write

J(®) = ugv}; (2.83)
aeX
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for some choice of vectors
{ug : a€X},{vg : a €T} CYRX. (2.84)

In particular, one may take {u, : a € X} to be any basis for the image of
J(®), which uniquely determines a collection {v, : @ € X} for which (2.83)
holds. Taking {A, : a € £} and {B, : a € £} to be operators defined by the
equations

vec(Ay) = u, and  vec(B,) = v, (2.85)
for every a € X, it follows from Proposition 2.20 that the expression (2.81)

is a Kraus representation of ®. Moreover, it holds that the expression (2.82)
is a Stinespring representation of ® for A, B € L(X,Y ® Z) defined as

A=Y A,®e, and B=)> B,®ea, (2.86)
agX aeY
which completes the proof. O

Characterizations of completely positive maps

Characterizations of completely positive maps, based on their Choi, Kraus,
and Stinespring representations, will now be presented.

Theorem 2.22 Let ® € T(X,)) be a nonzero map, for complex Euclidean
spaces X and ). The following statements are equivalent:

1. ® is completely positive.

2. ® ® 1) is positive.

3. J(®) e Pos(Y @ X).

4. There exists a collection {A, : a € ¥} C L(X,Y), for some choice of
an alphabet 32, for which

D(X) =) AXA; (2.87)
acs
for all X € L(X).
5. Statement 4 holds for an alphabet 3 satisfying |X| = rank(J(®P)).

6. There exists an operator A € L(X,Y ® Z), for some choice of a complex
Euclidean space Z, such that

P(X) = Trz(AXA*) (2.88)

for all X € L(X).
7. Statement 6 holds for Z having dimension equal to rank(J(®)).
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Proof The theorem will be proved by establishing the following implications
among the seven statements, which are sufficient to imply their equivalence:

=02 =0B)=06)=4=(»0)
(5) = (7) = (6) = (1)
Note that some of these implications are immediate: statement 1 implies
statement 2 by the definition of complete positivity, statement 5 trivially
implies statement 4, statement 7 trivially implies statement 6, and statement

5 implies statement 7 by Proposition 2.20.
Assume ® ® 1+, is positive. Because

vec(Lly) vec(Ly)* € Pos(X @ X) (2.89)

and
J(®) = (D ® Lya)) (vec(Ly) vec(Ly)™), (2.90)

it follows that J(®) € Pos()Y ® X), so statement 2 implies statement 3.

Next, assume J(®) € Pos(Y ® X). It follows by the spectral theorem
(Corollary 1.4), together with the fact that every eigenvalue of a positive
semidefinite operator is nonnegative, that one may write

= uqul, (2.91)

a€y

for some choice of an alphabet ¥ with |X| = rank(J(®)) and a collection
{ug :a€X}CYRX (2.92)

of vectors. Taking A, € L(X,Y) to be the operator defined by the equation
vec(Aq) = ug for each a € X, one has that

=Y vec(Aq) vec(Ag)*. (2.93)

a€X

The equation (2.87) therefore holds for every X € L(X’) by Proposition 2.20,
which establishes that statement 3 implies statement 5.

Now suppose (2.87) holds for every X € L(X), for some alphabet ¥ and
a collection

{4, : a € 2} CL(X,)) (2.94)

of operators. For a complex Euclidean space VW and a positive semidefinite
operator P € Pos(X ® W), it is evident that

(Aa ® 1w)P(Aa ® Ilw)* € POS(y ® W) (2.95)
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for each a € ¥, and therefore
(@ @ Liowy) (P) € Pos(Y @ W) (2.96)

by the fact that Pos(Y®@W) is a convex cone. It follows that ® is completely
positive, so statement 4 implies statement 1.

Finally, suppose (2.88) holds for every X € L(X), for some complex
Euclidean space Z and an operator A € L(X,)Y ® Z). For any complex
Euclidean space W and any positive semidefinite operator P € Pos(X @ W),
it is again evident that

(A 1w)P(A®@1y)" € Pos(Y @ Z@ W), (2.97)
so that
(® @ Tpow)(P) = Trz((A@ Tyw)P(A® 1yw)*) € Pos(Y @ W) (2.98)

by the complete positivity of the trace (Corollary 2.19). It therefore holds
that the map ® is completely positive, so statement 6 implies statement 1,
which completes the proof. O

One consequence of this theorem is the following corollary, which relates
Kraus representations of a given completely positive map.

Corollary 2.23 Let X be an alphabet, let X and Y be complex Fuclidean
spaces, and assume {Aq : a € X}, {B, : a € £} C L(X,Y) are collections
of operators for which

> AXA; =) B.XB; (2.99)
a€x )

for all X € L(X). There exists a unitary operator U € U((CE) such that

By =) U(a,b)A, (2.100)
bex
foralla e X.
Proof The maps
X > A XA, and X — ) B.XB; (2.101)
acy a€eX

agree for all X € L(X), and therefore their Choi representations must be
equal:

Z vec(A,) vec(A Z vec(B,) vee(Bg)*. (2.102)

a€Xx aeX
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Let Z = C* and define vectors u,v € Y @ X ® Z as

u = Z vec(A,) ® e, and v = Z vec(Bg) ® eq, (2.103)
acs ags
so that
Trz (uu” Z vec(A,) vec(A4y)"
ac> (2.104)
=Y vec(Bq) vec(By)* = Trz(vv*).

a€X

By the unitary equivalence of purifications (Theorem 2.12), there must exist
a unitary operator U € U(Z) such that

v=(lygx @ U)u. (2.105)
Thus, for each a € ¥ it holds that

vec(B,) = (Iygxy @ e2)v = (lygy Q@ exU)u = Z U(a,b)vec(Ap), (2.106)
bex

which is equivalent to (2.100). O

Along similar lines to the previous corollary is the following one, which
concerns Stinespring representations rather than Kraus representations. As
the proof reveals, the two corollaries are essentially equivalent.

Corollary 2.24 Let X, Y, and Z be complex Fuclidean spaces and let
operators A, B € L(X,Y ® Z) satisfy the equation

Trz(AXA*) = Trz (BX B*) (2.107)
for every X € L(X). There exists a unitary operator U € U(Z) such that
B=(1y®U)A. (2.108)

Proof Let ¥ be the alphabet for which Z = C*, and define two collections
{4, : a € X}, {B, : a € £} C L(X,Y) of operators as

A,=1y®e;)A and By = (ly®e})B, (2.109)
for each a € ¥, so that
A=> A, ®e, and B=)» B,®eq. (2.110)

a€y aeX

The equation (2.107) is equivalent to (2.99) in Corollary 2.23. It follows
from that corollary that there exists a unitary operator U € U(Z) such that
(2.100) holds, which is equivalent to B = (1y ® U)A. O
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A map ® € T(X,)) is said to be Hermitian preserving if it holds that
®(H) € Herm(Y) for all H € Herm(X). The following theorem, which
provides four alternative characterizations of this class of maps, is proved
through the use of Theorem 2.22.

Theorem 2.25 Let ® € T(X,Y) be a map, for complex Euclidean spaces
X and Y. The following statements are equivalent:

® is Hermitian preserving.

It holds that (®(X))* = ®(X™) for every X € L(X).

It holds that J(®) € Herm (Y ® X).

There exist completely positive maps ®o,®1 € CP(X,Y) for which
d =Dy — D.

5. There exist positive maps ®g, ®1 € T(X,Y) for which ® = &g — P;.

B Lo o =

Proof Assume first that ® is a Hermitian-preserving map. For an arbitrary
operator X € L(X), one may write X = H +iK for H, K € Herm(X') being
defined as
X+ X* X - X
H=—F"— d K=—-—. 2.111
2 2i (2.111)
As ®(H) and ®(K) are both Hermitian and @ is linear, it follows that

(@(X))" = (®(H) +i®(K))*

=®(H) —i®(K) = ®(H —iK) = d(X*). (2.112)

Statement 1 therefore implies statement 2.
Next, assume statement 2 holds, and let ¥ be the alphabet for which
X = C*. One then has that
J(@) =Y ®(Ep) @E;,= Y ®E;)eE,,
a,bex a,bex

= Z O(Epy) @ Epo = J(®).
a,bex

(2.113)

It follows that J(®) is Hermitian, and therefore statement 3 holds.

Now assume statement 3 holds. Let J(®) = Py — P be the Jordan—-Hahn
decomposition of J(®), and let &g, ®; € CP(X,Y) be the maps for which
J(®9) = Py and J(P1) = Py. Because Py and P; are positive semidefinite,
it follows from Theorem 2.22 that ®¢ and ®; are completely positive maps.
By the linearity of the mapping J associated with the Choi representation,
it holds that J(®) = J(®g — ®1), and therefore & = &y — 1, implying that
statement 4 holds.

Statement 4 trivially implies statement 5.
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Finally, assume statement 5 holds. Let H € Herm(X) be a Hermitian
operator, and let H = Py — Py, for Py, P; € Pos(X), be the Jordan-Hahn
decomposition of H. It holds that ®,(F;) € Pos()), for all a,b € {0,1}, by
the positivity of &y and ®;. Therefore, one has that

P(H) = (Po(Po) + ®1(P1)) — (®o(P1) + P1(Fy)) (2.114)

is the difference between two positive semidefinite operators, and is therefore
Hermitian. Thus, statement 1 holds.

As the implications (1) = (2) = (3) = (4) = (5) = (1) among the
statements have been established, the theorem is proved. O

Characterizations of trace-preserving maps

The next theorem provides multiple characterizations of the class of trace-
preserving maps.

Theorem 2.26 Let ® € T(X,Y) be a map, for complex Euclidean spaces
X and Y. The following statements are equivalent:

1. ® is a trace-preserving map.
2. ®* is a unital map.
3. Tt‘y(J(CI))) = ]l)(.
4. There exist collections {Aq : a € ¥}, {Bq : a € £} C L(X,)) of
operators such that
O(X)=> AXB; (2.115)
a€x
and
> AiB,=1x. (2.116)
acx

5. For all collections {A, : a € X}, {Bq : a € £} C L(X,Y) of operators
satisfying (2.115), the equation (2.116) must also hold.

6. There exist operators A, B € L(X,Y ® Z), for some complex Fuclidean
space Z, such that
P(X)="Trz(AXB") (2.117)

and A*B = 1 4.

7. For every choice of operators A,B € L(X,Y ® Z) satisfying (2.117), it
holds that A*B = 1.
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Proof Under the assumption that ® preserves trace, it holds that
Ly, X) = Tr(X) = Tr(®(X)) = (Ly, ®(X)) = (2" (1y), X),  (2.118)
and therefore
(1y —®*(1y), X) =0, (2.119)

for all X € L(X). It follows that ®*(1y) = 1y, and therefore ®* is unital.
Along similar lines, the assumption that ®* is unital implies

T(®(X)) = (I, B(X)) = (@*(1y), X) = (Lr. X) = Te(X)  (2.120)

for every X € L(X), and therefore ® preserves trace. The equivalence of
statements 1 and 2 has been established.
Next, assume that {4, : a € £}, {B, : a € £} C L(X,)) satisty

O(X)=> AXB; (2.121)
acx

for all X € L(X). It therefore holds that

*(Y)=> ALYB, (2.122)
aey

for every Y € L()), and in particular it holds that

*(1y) = > A}Ba. (2.123)
aex

Thus, if ®* is a unital map, then

> AiB, =1, (2.124)
a€X
and so it has been proved that statement 2 implies statement 5. On the
other hand, if (2.124) holds, then it follows that ®*(1y) = L, so that ®* is
unital. Therefore, statement 4 implies statement 2. As statement 5 implies
statement 4, by virtue of the fact that Kraus representations exist for every
map, the equivalence of statements 2, 4, and 5 has been established.
Now assume that A, B € L(X,Y ® Z) satisfy ®(X) = Trz(AXB*) for
every X € L(X). It follows that

(V) = A*(Y ® 1z)B (2.125)

for all Y € L(Y), and in particular ®*(1y) = A*B. The equivalence of
statements 2, 6, and 7 follows by the same reasoning as for the case of
statements 2, 4, and 5.
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Finally, let T be the alphabet for which X = CT', and consider the operator

Tey(J(®)) = D Tr(P(Eap)) Eap- (2.126)
a,bel

If @ preserves trace, then it follows that

1 ifa=0b
Tr(P(Eqp)) = L (2.127)
’ 0 ifa#b,
and therefore
Try(J(®)) = Y Faa = lx. (2.128)
ael

Conversely, if Try(J(®)) = 1y, then a consideration of the expression
(2.126) reveals that (2.127) must hold. As the set {E,; : a,b € T} is a
basis of L(X), one concludes by linearity that ® preserves trace. Statements
1 and 3 are therefore equivalent, which completes the proof. O

Characterizations of channels

Theorems 2.22 and 2.26 can be combined, providing characterizations of
channels based on their Choi, Kraus, and Stinespring representations.

Corollary 2.27 Let ® € T(X,)) be a map, for complex Euclidean spaces
X and ). The following statements are equivalent:

1. ® is a channel.

2. J(®) € Pos(Y @ X) and Try(J(®)) = 1.

3. There exists an alphabet ¥ and a collection {A, : a € ¥} C L(X,))
satisfying

Y ArA,=1x and O(X) =) AXA; (2.129)
a€y a€x
for all X € L(X).
4. Statement 3 holds for |X| = rank(J(®)).

5. There exists an isometry A € U(X,Y® Z), for some choice of a complex
FEuclidean space Z, such that

?(X) = Trz(AX A¥) (2.130)

for all X € L(X).
6. Statement 5 holds under the requirement dim(Z) = rank(J(®)).
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For every choice of complex Euclidean spaces X and ), one has that the
set of channels C(X,)) is compact and convex. One way to prove this fact
makes use of the previous corollary.

Proposition 2.28 Let X and Y be complex Fuclidean spaces. The set
C(X,Y) is compact and convez.

Proof The map J: T(X,)) — L(Y ® X) defining the Choi representation
is linear and invertible. By Corollary 2.27, one has J~1(A) = C(X,)) for A
being defined as

A={X €ePos(Y@X) : Try(X) =1x}. (2.131)

It therefore suffices to prove that A is compact and convex. It is evident that
A is closed and convex, as it is the intersection of the positive semidefinite
cone Pos(Y ® X) with the affine subspace

{X eL(YX) : Try(X) = ﬂx}, (2.132)

both of which are closed and convex. To complete the proof, it suffices to
prove that A is bounded. For every X € A, one has

1X [ = Tr(X) = Tr(Try(X)) = Tr(Ly) = dim(X), (2.13)
and therefore A is bounded, as required. O

Corollary 2.27 will be used frequently throughout this book, sometimes
implicitly. The next proposition, which builds on the unitary equivalence
of purifications (Theorem 2.12) to relate a given purification of a positive
semidefinite operator to any extension of that operator, is one example of
an application of this corollary.

Proposition 2.29 Let X, Y, and Z be complexr Fuclidean spaces, and
suppose that w € X @ Y and P € Pos(X ® Z) satisfy

Try (uu®) = Trz(P). (2.134)
There exists a channel ® € C(Y, Z) such that
(I @ @) (uu™) = P. (2.135)

Proof Let W be a complex Euclidean space having dimension sufficiently
large so that

dim(W) > rank(P) and dim(Z®@ W) > dim(}), (2.136)
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and let A € U(), Z ® W) be any isometry. Also let v € X ® Z @ W satisfy
Tryy (vv*) = P. It holds that

Trzew((ly ® A)uu* (1y @ A)")

= Try(uu®) = Trz(P) = Trzgw(vv"). (2.137)

By Theorem 2.12 there must exist a unitary operator U € U(Z ® W) such
that

(lxr@UA)u=r. (2.138)
Define @ € T(Y, Z) as
DY) =Trw((UA)Y (UA)") (2.139)

for all Y € L(Y). By Corollary 2.27, one has that ® is a channel. It holds
that

(L) @ @) (vu™) = Trw (Lx @ UA)uu*(1x @ UA)Y)

2.140
= Tryy (v0*) = P, ( )

as required. O

2.2.3 Examples of channels and other mappings

This section describes examples of channels, and other maps, along with
their specifications according to the four types of representations discussed
above. Many other examples and general classifications of channels and maps
will be encountered throughout the book.

Isometric and unitary channels

Let X and Y be complex Euclidean spaces, let A, B € L(X,)) be operators,
and consider the map ® € T(X,)) defined by

(X) = AXB* (2.141)

for all X € L(X).

In the case that A = B, and assuming in addition that this operator is
a linear isometry from X to ), it follows from Corollary 2.27 that ® is a
channel. Such a channel is said to be an isometric channel. If Y = X and
A = B is a unitary operator, ® is said to be a unitary channel. Unitary
channels, and convex combinations of unitary channels, are discussed in
greater detail in Chapter 4.
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The natural representation of the map ® defined by (2.141) is
K(®) =A®B (2.142)
and the Choi representation of ® is
J(®) = vec(A) vec(B)*. (2.143)

The expression (2.141) is a Kraus representation of ®, and may also be
regarded as a trivial example of a Stinespring representation if one takes
Z = C and observes that the trace acts as the identity mapping on C.

The identity mapping 1+, is a simple example of a unitary channel. The
natural representation of this channel is the identity operator 1y ®1 y, while
its Choi representation is given by the rank-one operator vec(1y) vec(ly)*.

Replacement channels and the completely depolarizing channel

Let X and ) be complex Euclidean spaces, let A € L(X) and B € L()) be
operators, and consider the map ® € T(X,)) defined as

(X)) =(A,X)B (2.144)
for all X € L(X). The natural representation of ® is
K(®) = vec(B) vec(A)*, (2.145)
and the Choi representation of ® is
J(®) =B® A. (2.146)

Kraus and Stinespring representations of ® may also be constructed,
although they are not necessarily enlightening in this particular case. One
way to obtain a Kraus representation of ® is to first write

A= ux, and B=) wy;, (2.147)
a€y bell

for some choice of alphabets 3 and I" and four sets of vectors:

{ug : a €X}, {zs : a €X} C X,

(2.148)
{vp : €T}, {yp : beT} C .
It then follows that one Kraus representation of ® is given by
D(X)= Y CopXDj, (2.149)

(a,b)eXxT
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where Cy,p = wpu;, and D,y = ypx);, for each @ € ¥ and b € T', and one
Stinespring representation is given by

P(X) =Trz(CXDY), (2.150)
where
C= Y Cap®e@pry, D= D  Dap® ey, (2.151)
(a,b)exxT (a,b)eXxT
and Z = C¥*¥T,

If A and B are positive semidefinite operators and the map ® € T(X,))
is defined by (2.144) for all X € L(X), then J(®) = B ® A is positive
semidefinite, and therefore ® is completely positive by Theorem 2.22. In the
case that A = 1y and B = o for some density operator o € D(}), the map
® is also trace preserving, and is therefore a channel. Such a channel is a
replacement channel: it effectively discards its input, replacing it with the
state o.

The completely depolarizing channel Q € C(X) is an important example
of a replacement channel. This channel is defined as

QUX) =Tr(X)w (2.152)
for all X € L(X), where
Y= Gl (2.153)

denotes the completely mixed state defined with respect to the space X.
Equivalently, 2 is the unique channel transforming every density operator
into this completely mixed state: Q(p) = w for all p € D(X). From the
equations (2.145) and (2.146), one has that the natural representation of
the completely depolarizing channel Q € C(X) is

vec(1y) vec(ly)*

K(Q) = 2.154
(@) = SR (2154)
while the Choi representation of this channel is
Iy 1Ly
Q)= ————. 2.15
T = i) (2.155)

The transpose map
Let X be an alphabet, let X = C*, and let T € T(X) denote the transpose
map, defined as

T(X) = X" (2.156)
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for all X € L(X). This map will play an important role in Chapter 6, due
to its connections to properties of entangled states.
The natural representation K(T) of T must, by definition, satisfy

K(T)vec(X) = vec(X") (2.157)

for all X € L(X). By considering those operators of the form X = uv" for
vectors u,v € X, one finds that

KT (u®v) =v®u. (2.158)

It follows that K(T) = W, for W € L(X ® X) being the swap operator,
which is defined by the action W (u ® v) = v ® u for all vectors u,v € X.
The Choi representation of T is also equal to the swap operator, as

J(T) =Y Epa®E.,=W. (2.159)
a,bey
Under the assumption that |£| > 2, it therefore follows from Theorem 2.22
that T is not a completely positive map, as W is not a positive semidefinite
operator in this case.
One example of a Kraus representation of T is

T(X)= Y EuwXE;, (2.160)
a,bexs
for all X € L(X), from which it follows that T(X) = Trz(AXB*) is a
Stinespring representation of T for Z = C¥**,

A=Y Eu®cqp, and B= Y Eu,®e¢qp- (2.161)
a,bex a,bex

The completely dephasing channel
Let ¥ be an alphabet and let X = C*. The map A € T(X) defined as

AX) =) X(a,a)Eqq (2.162)
acy
for every X € L(X) is an example of a channel known as the completely
dephasing channel. This channel has the effect of replacing every off-diagonal
entry of a given operator X € L(X) by 0 and leaving the diagonal entries
unchanged.

Through the association of diagonal density operators with probabilistic
states, as discussed in Section 2.1.2, one may view the channel A as an
ideal channel for classical communication: it acts as the identity mapping
on every diagonal density operator, so that it effectively transmits classical
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probabilistic states without error, while all other states are mapped to the
probabilistic state given by their diagonal entries.
The natural representation of A must satisfy the equation

E,,) ifa=b
K(A) veo(Eyy) = § Vo0 Fas) 1fa (2.163)
0 if a # b,
which is equivalent to
a ifa=1"0
K(A)(ea@ey) =4 @ 1 (2.164)
0 ifa#b,
for every a,b € X. It follows that
K(A) =) FEuo® Eqga. (2.165)

acx

Similar to the transpose mapping, the Choi representation of A happens
to coincide with its natural representation, as the calculation

J(A) =" A(Eap)®@FEap = Eoa® Eaga (2.166)
a,bex aEX
reveals. It is evident from this expression, together with Corollary 2.27, that
A is indeed a channel.
One example of a Kraus representation of A is

A(X) =) E..XE}, (2.167)
aeX

and an example of a Stinespring representation of A is

A(X) =Trz(AXAY) (2.168)
for Z = C*® and

A=) (ea®eq)e (2.169)

a€x

A digression on classical registers
Classical probabilistic states of registers may be associated with diagonal
density operators, as discussed in Section 2.1.2. The term classical register
was mentioned in that discussion but not fully explained. It is appropriate
to make this notion more precise, now that channels (and the completely

dephasing channel in particular) have been introduced.
From a mathematical point of view, classical registers are not defined in a
manner that is distinct from ordinary (quantum) registers. Rather, the term
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classical register will be used to refer to any register that, by the nature of
the processes under consideration, would be unaffected by an application of
the completely dephasing channel A at any moment during its existence.
Every state of a classical register is necessarily a diagonal density operator,
corresponding to a probabilistic state, as these are the density operators that
are invariant under the action of the channel A. Moreover, the correlations
that may exist between a classical register and one or more other registers
are limited. For example, for a classical register X and an arbitrary register
Y, the only states of the compound register (X,Y) that are consistent with
the term classical register being applied to X are those taking the form

Z p(a)Ea,a X Pa, (2’170)
a€eXl
for ¥ being the classical state set of X, {p, : a € ¥} C D(}) being an
arbitrary collection of states of Y, and p € P(3) being a probability vector.
States of this form are commonly called classical-quantum states. It is both
natural and convenient in some situations to associate the state (2.170) with
the ensemble 7 : 3 — Pos()) defined as n(a) = p(a)p, for each a € X.

2.2.4 FExtremal channels

For any choice of complex Euclidean spaces X and ), the set of channels
C(X,Y) is compact and convex (by Proposition 2.28). A characterization of
the extreme points of this set is given by Theorem 2.31 below. The following
lemma will be used in the proof of this theorem.

Lemma 2.30 Let A € L(Y,X) be an operator, for complex Euclidean
spaces X and Y. It holds that

{P € Pos(X) : im(P) Cim(A4)} = {AQA* : Q € Pos(Y)}. (2.171)
Proof For every @ € Pos()), it holds that AQA* is positive semidefinite
and satisfies im(AQA*) C im(A). The set on the right-hand side of (2.171)
is therefore contained in the set on the left-hand side.

For the reverse containment, if P € Pos(X) satisfies im(P) C im(A), then
by setting

Q=ATP(A), (2.172)

for A* denoting the Moore-Penrose pseudo-inverse of A, one obtains
AQA* = (AAT)P(AAY)" = Iy (a) Plliyay = P, (2.173)
which completes the proof. O
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Theorem 2.31 (Choi) Let X and Y be complex Euclidean spaces, let
® € C(X,)) be a channel, and let {A, : a € ¥} C L(X,Y) be a linearly
independent set of operators satisfying

D(X) =D AXA; (2.174)

a€x

for all X € L(X). The channel ® is an extreme point of the set C(X,)) if
and only if the collection

{AfAg : (a,b) € X x X} C L(X) (2.175)
of operators is linearly independent.

Proof Let Z = C¥, define an operator M € L(Z,Y ® &) as

M =" vec(Aq)e;, (2.176)
a€eX
and observe that
MM* = Z vec(Ag) vec(Ay)* = J(P). (2.177)
acy

As {A, : a € X} is a linearly independent collection of operators, it must
hold that ker(M) = {0}.

Assume first that ® is not an extreme point of C(X,Y). It follows that
there exist channels Wy, U1 € C(X,Y), with ¥y # ¥y, along with a scalar
A € (0,1), such that

O = AT+ (1 - \)Ty. (2.178)
Let P = J(®), Qo = J(¥y), and Q1 = J(V¥1), so that
P=XQo+ (1-NQ1. (2.179)

As @, Uy, and ¥y are channels, the operators P, Qg, Q1 € Pos(Y ® X) are
positive semidefinite and satisfy

Try(P) = Try(Qo) = Try(Q1) = Lx, (2.180)

by Corollary 2.27.
As ) is positive and the operators @y and Q) are positive semidefinite,
the equation (2.179) implies

im(Qo) C im(P) = im(M). (2.181)

It follows by Lemma 2.30 that there exists a positive semidefinite operator
Ry € Pos(Z) for which Qo = M RyM*. By similar reasoning, there exists a
positive semidefinite operator Ry € Pos(Z) for which Q1 = MRy M*.
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Letting H = Ry — Ry, one finds that

0= Try(Qo) — Try(Q1) = Try(MHM*) = > H(a,b)(A;A.)", (2.182)
a,bex

and therefore

> H(a,b)AjA, = 0. (2.183)
a,bex

Because ¥ # ¥y, it holds that Qy # Q1, so Ry # R1, and therefore H # 0.
It has therefore been proved that {AfA, : (a,b) € ¥ x ¥} is a linearly

dependent collection of operators.
Now assume the set (2.175) is linearly dependent:

> Z(a,b)AjA, =0 (2.184)
a,bex

for some choice of a nonzero operator Z € L(Z). By taking the adjoint of
both sides of this equation, one finds that

> Z*(a,b)AjA, =0, (2.185)
a,bex
from which it follows that
> H(a,b)AjA, =0 (2.186)
a,bex

for both of the Hermitian operators

=217 a =272 (2.187)
27

At least one of these operators must be nonzero, which implies that (2.186)

must hold for some choice of a nonzero Hermitian operator H. Let such a

choice of H be fixed, and assume moreover that || H|| = 1 (which causes no

loss of generality as (2.186) still holds if H is replaced by H/||H||).

Let ¥y, Uy € T(X,Y) be the mappings defined by the equations
J(Wo) = M(1+ H)M* and J(¥y) = M(1 — H)M*. (2.188)

Because H is Hermitian and satisfies | H|| = 1, one has that the operators
1+ H and 1 — H are both positive semidefinite. The operators M (1+ H)M*
and M (1 — H)M* are therefore positive semidefinite as well, implying that
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Wy and Uy are completely positive, by Theorem 2.22. It holds that

Try (MHM*) = Y H(a,b) (A;Aq)"
a,bex

T (2.189)
_ < S Hia, b)A;Aa> —0

a,bex
and therefore the following two equations hold:

Try (J(Ug)) = Try (MM*) 4+ Try (MHM™) = Try(J(®)) = Ly, (2.190)

Try (J(¥1)) = Try (MM*) — Try (MHM™) = Try(J(®)) = 1. '
Thus, ¥y and ¥y are trace preserving by Theorem 2.26, and are therefore
channels.

Finally, given that H # 0 and ker(M) = {0}, it holds that J(¥y) # J(¥1),
so that Uy # ¥y. As

1 1
57 (W0) + 3 T(¥1) = MM = J(®), (2.191)
one has that
1 1
¢ =-U - 2.192
5 %o+ 50, (2.192)
which demonstrates that ® is not an extreme point of C(X,)). O

Example 2.32 Let X and )Y be complex Euclidean spaces such that
dim(X) < dim(Y), let A € U(X,Y) be an isometry, and let ® € C(X,Y) be
the isometric channel defined by

(X)) = AXA* (2.193)

for all X € L(X). The set {A*A} contains a single nonzero operator, and is
therefore linearly independent. By Theorem 2.31, ® is an extreme point of
the set C(X,)).

Example 2.33 Let ¥ = {0, 1} denote the binary alphabet, and let X = C*
and Y = C¥**. Also define operators Ag, A; € L(X,)) as

1
Ay = %(QEOO,O + Eo1+ E1),

1
Ay = —2E111+Enog+ E .
1 \/6( 11,1 01,0 10,0)

(Elements of the form (a,b) € 3 x X have been written as ab for the sake of

(2.194)
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clarity.) Expressed as matrices (with respect to the natural orderings of ¥
and ¥ x X), these operators are as follows:

20 0 0
110 1 110
_ b - 1
A() \/6 0 1 and A1 \/6 10 (2 95)
0 0 0 2
Now, define a channel ® € C(X,)) as
D(X) = A XA+ A1 X AT (2.196)
for every X € L(X). It holds that
wq _1(2°0 w4 1[0 0
A°A°3(0 1)’ A°A13<1 0)’
(2.197)
L, 1(01 ., 1(10
i1 a2y
The set
{4540, A A1, A} Ag, A AL} (2.198)

is linearly independent, and therefore Theorem 2.31 implies that ® is an
extreme point of C(X,Y).

2.3 Measurements

Measurements provide the mechanism through which classical information
may be extracted from quantum states. This section defines measurements,
and various notions connected with measurements, and provides a basic
mathematical development of this concept.

2.3.1 Two equivalent definitions of measurements

When a hypothetical observer measures a register, the observer obtains a
classical measurement outcome (as opposed to a description of the state of
the register, for instance). In general, this measurement outcome is generated
at random, according to a probability distribution that is determined by
the measurement together with the state of the register immediately before
the measurement was performed. In this way, measurements allow one to
associate a meaning to the density operator description of quantum states,
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at least insofar as the density operators determine the probabilities with
which different classical outcomes occur for each possible measurement.

Measurements can be defined in mathematical terms in two different,
but equivalent, ways. Both ways will be described in this section, and their
equivalence will be explained.

Measurements defined by measurement operators

The following definition represents the first formulation of measurements to
be described in this book. The precise mathematical meaning of the term
measurement used throughout this book coincides with this definition.

Definition 2.34 A measurement is a function of the form
Y — Pos(X), (2.199)

for some choice of an alphabet ¥ and a complex Euclidean space X, satisfying
the constraint
> ula) =1y (2.200)
aex
The set ¥ is the set of measurement outcomes of this measurement, and

each operator p(a) is the measurement operator associated with the outcome
a € X.

When a measurement p is performed on a given register X, it must be
assumed that p takes the form (2.199), for some choice of an alphabet ¥
and for X being the complex Euclidean space associated with X. Two things
happen when such a measurement is performed, assuming the state of X
immediately prior to the measurement is p € D(X):

1. An element of 3 is selected at random. The probability distribution that
describes this random selection is represented by the probability vector
p € P(X) defined as

pla) = (u(a). p) (2.201)

for each a € X.
2. The register X ceases to exist, in the sense that it no longer has a defined
state and cannot be considered in further calculations.

It is evident from the first item that the probabilities associated with
the outcomes of a given measurement depend linearly on the state that is
measured. It is also evident that the probability vector p € P(X) defined
by (2.201) is indeed a probability vector: as p and p(a) are both positive

102 Basic notions of quantum information

semidefinite, their inner product {u(a), p) is nonnegative, and summing these
values gives

> pla) = X (u(a). p) = (L, p) = Tr(p) = 1. (2.202)
acx a€y
The assumption that registers cease to exist after being measured is not
universal within quantum information theory—an alternative definition, in
which the states of registers after they are measured is specified, does not
make this requirement. Measurements of this alternative type, which are
called nondestructive measurements in this book, are discussed in greater
detail in Section 2.3.2. Nondestructive measurements can, however, be
described as compositions of ordinary measurements (as described above)
and channels. For this reason, no generality is lost in making the assumption
that registers cease to exist upon being measured.
It is sometimes convenient to specify a measurement by describing its
measurement operators as a collection indexed by its set of measurement
outcomes. In particular, when one refers to a measurement as a collection

{P, : a € £} C Pos(X), (2.203)

it is to be understood that the measurement is given by p : ¥ — Pos(X),
where p(a) = P, for each a € X.

Measurements as channels
The second formulation of measurements, which is equivalent to the first,
essentially describes measurements as channels whose outputs are stored in
classical registers. The following definition of quantum-to-classical channels
makes this notion precise.

Definition 2.35 Let ® € C(X,)) be a channel, for complex Euclidean
spaces X and ). It is said that ® is a quantum-to-classical channel if

= AQD, (2.204)

for A € C(Y) denoting the completely dephasing channel, defined with
respect to the space ).

An equivalent condition for a channel ® € C(X,Y) to be a quantum-
to-classical channel is that ®(p) is a diagonal density operator for every
p € D(X). The following simple proposition establishes that this is so.

Proposition 2.36 Let ® € C(X,Y) be a channel, for complex Euclidean
spaces X and Y. It holds that ® is a quantum-to-classical channel if and
only if ®(p) is diagonal for every p € D(X).
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Proof 1If ® is a quantum-to-classical channel, then

B(p) = A(2(p)), (2.205)

and therefore ®(p) is diagonal, for every density operator p € D(X).
Conversely, if ®(p) is diagonal, then ®(p) = A(P(p)), and therefore

(® — AD)(p) =0, (2.206)

for every p € D(X). As the density operators D(X) span all of L(X), it
follows that ® = A®, and therefore ® is a quantum-to-classical channel. [

The next theorem reveals the equivalence between quantum-to-classical
channels and measurements. In essence, quantum-to-classical channels of the
form ® € C(X,)Y) represent precisely those channels that can be realized as
a measurement of a register X, according to a measurement p : ¥ — Pos(&X),
followed by the measurement outcome being stored in a register Y having
classical state set X.

Theorem 2.37 Let X be a complex Euclidean space, let 33 be an alphabet,
and let Y = C*. The following two complementary facts hold:

1. For every quantum-to-classical channel ® € C(X,)), there exists a
unique measurement p : X2 — Pos(X) for which the equation

B(X) = 3 {u(a), X) Eog (2.207)
acX

holds for all X € L(X).
2. For every measurement p : % — Pos(X), the mapping ® € T(X,))
defined by (2.207) for all X € L(X) is a quantum-to-classical channel.

Proof Assume first that ® € C(X,)) is a quantum-to-classical channel. It
therefore holds that

(P(X) = A((I)(X)) = Z(Ea,aa q)(X))Ea,a = Z<(I)*(Ea,a)7X>Ea,a (2208)
a€eXx a€y

for all X € L(X). Define a function p: ¥ — L(X) as
p(a) = @*(Eqq) (2.209)

for each a € ¥. As ® is positive, so too is ®* (by Proposition 2.18), and
therefore p(a) € Pos(X) for each a € X. Moreover, as ® preserves trace, it
holds (by Theorem 2.26) that ®* is unital, and therefore

D oua) =) O (Eaa) = 9 (1y) = 1a. (2.210)

acx a€x
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It follows that u is a measurement for which (2.207) holds for all X € L(X).

Toward proving the uniqueness of the measurement p satisfying (2.207)
for all X € L(X), let v : ¥ — Pos(X) be an arbitrary measurement for
which the equation

O(X) =) (v(a),X)Esqa (2.211)
a€y
holds for all X € L(X). One then has that
> (wla) = v(a), X) Eqq =0 (2.212)
ag®

for all X € L(X), which implies that v(a) = p(a) for every a € X, and
completes the proof of the first fact.

Now assume that g : ¥ — Pos(X) is a measurement, and let ® € T(X,))
be defined by (2.207). The Choi representation of this map is

J(®) =" Eou® pfa). (2.213)
aex

This is a positive semidefinite operator, and it holds that

Try(J(®@) = > pla) =Ty =1x. (2.214)

acXl
By Corollary 2.27, it holds that ® is a channel. It is evident from inspection
that ®(p) is diagonal for every p € D(X), and therefore ® is a quantum-
to-classical channel by Proposition 2.36, which completes the proof of the
second statement. O

As the following proposition establishes, the set of quantum-to-classical
channels of the form ® € C(X,)) is both compact and convex.

Proposition 2.38 Let X and Y be complex Euclidean spaces. The set of
quantum-to-classical channels having the form ® € C(X,)) is compact and
convex.

Proof It will first be observed that the set of quantum-to-classical channels
of the form ® € C(X,)) is given by

{AU : ¥ eCX,V)}, (2.215)

for A € C()) being the completely dephasing channel defined with respect
to the space ). Indeed, for every channel ¥ € C(X,)), it holds that AU is
a quantum-to-classical channel by virtue of the fact that the channel A is
idempotent (i.e., AA = A). On the other hand, every quantum-to-classical
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channel ® satisfies ® = A® by definition, and is therefore represented in the
set (2.215) by taking ¥ = &.

By Proposition 2.28, the set C(X, ) is compact and convex. The mapping
¥ — AV defined on C(X,Y) is continuous, and therefore it maps C(X,Y)
to a compact and convex set. The image of C(X,)) under this mapping is
precisely the set (2.215), which coincides with the set of quantum-to-classical
channels of the form ® € C(X,)), so the proof is complete. O

2.3.2 Basic notions concerning measurements
The subsections that follow introduce various notions and facts connected

with measurements.

Product measurements

Suppose X = (Y1, ..., Yy) is a compound register. One may then consider a
collection of measurements

M1t El — POS(y1)
: (2.216)
Un : Xn — Pos(Vy)

to be performed independently on the registers Yq,...,Y,. Such a process
may be viewed as a single measurement

Xy X - x 3B, — Pos(X) (2.217)

on X that is defined as
pla, ... an) = p(a1) @ -+ ® pnlan) (2.218)
for each tuple (aq,...,a,) € ¥1 X -+ X ¥;. A measurement p of this sort is

said to be a product measurement on X.

It may be verified that when a product measurement is performed on
a product state, the measurement outcomes resulting from the individual
measurements are independently distributed.

Partial measurements

Suppose X = (Y1,...,Yy) is a compound register, and a measurement
w2 — Pos(Vk) (2.219)
is performed only on the register Yy, for a single choice of k € {1,...,n}.

Such a measurement must not only produce a measurement outcome a € ¥,
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but must also determine the resulting state of the register
(Y1, s Y1, Yeat, -+, Ya), (2.220)

conditioned on the measurement outcome that was obtained. For a given
state p € D(X) of the register X, the probability for each measurement
outcome to appear, along with the corresponding post-measurement state
of the register (2.220), may be calculated by considering the quantum-to-
classical channel that corresponds to the measurement .

Let this quantum-to-classical channel be denoted by ® € C()g, Z), for
Z =C%, so that

oY) = Z(/L(a)7y>Ea,a (2.221)
a€y

for every Y € L()k). Consider the state of the compound register
(Z,Y1,. s Yie1, Yig1, oo, Ya) (2.222)

obtained by applying the channel ® to Y, followed by the application of a
channel that performs the permutation of registers

(Yl, . 7Yk,hZ,Y]CJrl, . 7Yn) — (Z,Yb. .. ,Yk717Yk+1, . 7Yn) (2.223)

without changing the contents of these individual registers. The state of the
register (2.222) that results may be written explicitly as

> Eaa ® Try, (Iyo-ey; @ wa) © Ly, 0-0,)P)- (2.224)
acy

The state (2.224) is a classical-quantum state, and is naturally associated
with the ensemble

nN:X—>PosV1® - @Vp1 @Y1 Q- QVp) (2.225)
defined as

n(a) = Try, (Iy, -0y, @ @) @ Ly, ©-ev,)P) (2.226)

for each a € ¥. This ensemble describes the distribution of measurement
outcomes of the measurement p and the states of the remaining registers that
result. That is, each measurement outcome a € ¥ appears with probability

Tr(n(a)) = (u(a), p[Yi]): (2.227)

and conditioned on an outcome a € X that appears with positive probability,
the resulting state of (Y1,...,Yk—1, Ykt1,--., Yn) becomes

n(@) Ty ((Iye-ey, © wa) @ Ly, 0-03.)p)

Te(n(a)) (@), PV (2.228)
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Example 2.39 Let ¥ be an alphabet, and let Y and Z be registers whose
classical state sets are given by ¥, so that Y = C* and Z = C*. Define a
state € D(Y ® Z) as

T = Z Ebc®Ebca (2229)
| |bc€Z

and consider an arbitrary measurement p : I' — Pos()). If this measurement
is performed on Y when the pair (Y, Z) is in the state 7, then each outcome
a € I' appears with probability

o) = (@, YD) = . (2.230)

Conditioned on the event that the measurement outcome a appears, the
state of Z becomes

Zﬁ Tey ((u(a) @ 12)7)
3 |E| 1 M(a)T (2.231)
= (@) 1 2, O e B =

Projective measurements and Naimark’s theorem

A measurement p : ¥ — Pos(X) is said to be a projective measurement if
each of its measurement operators is a projection: u(a) € Proj(X) for every
a € X.

The following proposition demonstrates that the measurement operators
of a projective measurement must be pairwise orthogonal, and must therefore
project onto orthogonal subspaces. For a projective measurement of the form
i X — Pos(X), there can therefore be no more than dim(X’) distinct values
of a € ¥ for which p(a) is nonzero.

Proposition 2.40 Let ¥ be an alphabet, let X be a complex Euclidean
space, and let p : ¥ — Pos(X) be a projective measurement. The set

{p(a) : a € X} (2.232)
is an orthogonal set.

Proof As u is a measurement, it holds that

> wla) =1y, (2.233)
aey

108 Basic notions of quantum information

and therefore this sum must square to itself:

2
> ula)ub) = (Z u(a)) =Y ula). (2.234)

a,bex aex a€y

Because each operator p(a) is a projection operator, it follows that

Y @) =" pla)+ Y pla)ud), (2.235)

a,bex a€Y a,bex
a#b

and therefore

> p(a)u(b) =0. (2.236)

a,bex
a#b

Taking the trace of both sides of this equation yields

> (ula), u(b)) =0. (2.237)

a,bex

a#b
The inner product of any two positive semidefinite operators is nonnegative,
and therefore (u(a), u(b)) = 0 for all a,b € ¥ with a # b, which completes
the proof. O

For any orthonormal basis {z, : a € ¥} of a complex Euclidean space
X = C¥, the measurement p : ¥ — Pos(X) defined as

wla) = xaxy (2.238)

for each a € ¥ is an example of a projective measurement. A measurement
of this sort is known more specifically as a complete projective measurement.
This is the measurement that is commonly referred to as the measurement
with respect to the basis {x, : a € X}.

Example 2.41 Let ¥ be an alphabet and let X = C*. The measurement
with respect to the standard basis of X is the measurement p : ¥ — Pos(X)
defined as

(@) = B (2.239)

for each a € X. For a given state p € D(X), the probability associated
with each measurement outcome a € 3, were this state to be measured
according to p, is equal to the corresponding diagonal entry p(a,a). One
may also observe that the quantum-to-classical channel associated with this
measurement is the completely dephasing channel A € C(X).
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The following theorem, known as Naimark’s theorem, establishes a link
between arbitrary measurements and projective measurements. It implies
that any measurement can be viewed as a projective measurement on a
compound register that includes the original register as a subregister.

Theorem 2.42 (Naimark’s theorem) Let X' be a complex Euclidean space,
let ¥ be an alphabet, let pi : ¥ — Pos(X) be a measurement, and let ) = C>.
There exists an isometry A € U(X, X ® Y) such that

pla) = A"(1xy ® Eqq)A (2.240)
for every a € X.
Proof Define an operator A € L(X,X ® ) as

A=/ u(a)® eq. (2.241)

acy
It holds that
A*A =" pfa) =1y, (2.242)
aey

and therefore A is an isometry. The required equation (2.240) holds for each
a € X, so the proof is complete. O

Corollary 2.43 Let X be a complex Euclidean space, let 3 be an alphabet,
and let p: Y — Pos(X) be a measurement. Also let Y = C* and let u € Y
be a unit vector. There exists a projective measurement v : ¥ — Pos(X ® V)
such that

(v(a), X ® uu*) = (u(a), X) (2.243)
for every X € L(X).

Proof Let A€ U(X,X ®)) be the isometry whose existence is implied by
Theorem 2.42. Choose U € U(X ® V) to be any unitary operator for which
the equation

Ully®u)=A (2.244)
is satisfied, and define v : ¥ — Pos(X ® )) as
v(a) =U*(1x @ Eaa)U (2.245)

for each a € X. Tt holds that v is a projective measurement, and moreover

(v(a), X @uu™) = (1lx @u")U"(1y ® Eq0)U(ly ® u), X)
= (A" (1x ® Eq,0)A, X) = (u(a), X)

for each a € X, as required. O

(2.246)
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Information-complete measurements

States of registers are uniquely determined by the measurement statistics
they generate. More precisely, the knowledge of the probability associated
with every outcome of every measurement that could be performed on a
given register is sufficient to obtain a description of that register’s state. In
fact, something stronger may be said, which is that there exist choices of
measurements that uniquely determine every possible state of a register by
the measurement statistics that they alone generate. Such measurements,
which are known as information-complete measurements, are characterized
by the property that their measurement operators span the entire space of
operators from which they are drawn.

In more explicit terms, a measurement p : ¥ — Pos(X) on a complex
Fuclidean space X is said to be an information-complete measurement if it
holds that

span{p(a) : a € B} = L(X). (2.247)

For any such measurement, and for any choice of p € D(X), it holds that the
probability vector p € P(X) defined by p(a) = (u(a), p) uniquely determines
the state p. This fact is evident from the following proposition.

Proposition 2.44 Let ¥ be an alphabet, let X be a complex Euclidean
space, and let {A, : a € ¥} C L(X) be a collection of operators for which

span{A4, : a € ¥} = L(X). (2.248)
The mapping ¢ : L(X) — C* defined by
(6(X))(@) = (Aa, X), (2.249)
for each X € L(X) and a € X, is an injective mapping.
Proof Let X,Y € L(X) satisty ¢(X) = ¢(Y), so that
(A4, X —Y)=0 (2.250)

for every a € ¥. As {A, : a € ¥} spans L(X), it follows by the conjugate
linearity of the inner product that

(Z,X -Y)=0 (2.251)

for every Z € L(X), and consequently X — Y = 0, which completes the
proof. O

The following example provides one way of constructing information-
complete measurements, for any choice of a complex Euclidean space.



2.8 Measurements 111

Example 2.45 Let ¥ be an alphabet, let X = C*, and let
{pap : (a,b) € ¥ x X} C D(X) (2.252)

be a collection of density operators that spans all of L(X). One such set was
constructed in Example 2.7. Also define

Q= Y pu (2.253)

(a,b)eTXE

and observe that () is necessarily positive definite; if this were not so, there
would exist a nonzero vector u € X satisfying (pqp, uu*) = 0 for each pair
(a,b) € ¥ x X, in contradiction with Proposition 2.44. It may be verified
that the function p: ¥ x 3 — Pos(X), defined by

pla,b) = Q 2p,pQ 7 (2.254)

for each (a,b) € ¥ x ¥, is an information-complete measurement.

Nondestructive measurements and instruments

It is convenient in some situations to consider an alternative definition of
measurements that does not dictate that registers are destroyed upon being
measured. Instead, a measured register is left in some particular state that
depends both on its initial state and on the measurement outcome obtained.
More generally, one may consider that the measured register is transformed
into another register as a result of the measurement process.

One specific alternative definition, which is frequently taken as the
definition of a measurement by other authors, describes such a process by a
collection

(M, : a €} C LX), (2.255)

where ¥ is the alphabet of measurement outcomes and X is the complex
Euclidean space corresponding to the register being measured, such that the
constraint

S MM, =1y (2.256)
aex

is satisfied. When this form of measurement is applied to a register X in a

given state p € D(X), two things happen:

1. An element of ¥ is selected at random, with each outcome a € ¥ being
obtained with probability (M;M,, p).
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2. Conditioned on the measurement outcome a € ¥ having been obtained,
the state of the register X becomes
¥
MapMy (2.257)
(MgMa, p)
Measurements of this sort will be referred to as nondestructive measurements
in this book.
A somewhat more general notion of a measurement is described by a
collection

{®, : a € X} CCP(X,Y), (2.258)

where Y is the measurement outcome alphabet, X is the complex Euclidean
space corresponding to the register that is measured, and ) is an arbitrary
complex Euclidean space. In this case, these mappings must necessarily sum
to a channel:
> @, € C(X,Y). (2.259)
a€y
When this form of measurement is applied to a register X in a given state
p € D(X), two things happen:

1. An element of ¥ is selected at random, with each outcome a € ¥ being
obtained with probability Tr(®,(p)).

2. Conditioned on the measurement outcome a € 3 having been obtained,
X is transformed into a new register Y having state

q)a(P)
Tr(Qa(p))”

The generalized notion of a measurement obtained in this way is called

(2.260)

an instrument (or a quantum instrument). Nondestructive measurements of
the form (2.255) may be represented by instruments of the form (2.258) by
defining

Bo(X) = M, X M (2.261)

for each a € 3.

Processes that are expressible as instruments, including nondestructive
measurements, can alternatively be described as compositions of channels
and (ordinary) measurements. Specifically, for a given instrument of the form
(2.258), one may introduce a (classical) register Z having classical state set
Y, and define a channel ® € C(X,Z® ) as

D(X) = Faua® Po(X) (2.262)
aey
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for every X € L(X). The fact that ® is indeed a channel follows directly
from the constraints placed on a function of the form (2.258) that must be
satisfied for it to be considered an instrument: the complete positivity of the
collection of mappings {®, : a € ¥} implies that ® is completely positive,
while the condition (2.259) implies that ® preserves trace.

Now, if such a channel ® is applied to a register X, and then the register
Z is measured with respect to the standard basis of Z, the distribution of
measurement outcomes, as well as the corresponding state of Y conditioned
on each possible outcome, is identical to the process associated with the
instrument (2.258), as described above.

2.3.3 Extremal measurements and ensembles

Measurements and ensembles may be regarded as elements of convex sets
in a fairly straightforward way. A characterization of the extreme points of
these sets is obtained below.

Convex combinations of measurements

For X being a complex Euclidean space and ¥ being an alphabet, one may
take convex combinations of measurements of the form p : ¥ — Pos(X) in
the following way. For an alphabet I, a probability vector p € P(T"), and a
collection {yp, : b € I'} of measurements taking the form py : ¥ — Pos(X)
for each b € ', one defines the measurement

p="> p(b)us (2.263)
ber
by the equation
p(a) = p(b)m(a) (2.264)
ber

holding for all a € X. Equivalently, such a convex combination is taken with
respect to the most straightforward way of regarding the set of all functions
of the form 0 : ¥ — Herm(X') as a vector space over the real numbers.

An equivalent description of this notion may be obtained through the
identification of each measurement p : ¥ — Pos(X) with its corresponding
quantum-to-classical channel

0,(X) = (u(a), X)Eqga- (2.265)
agXx

Convex combinations of measurements then correspond to ordinary convex
combinations of their associated channels.
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The measurement described by the convex combination (2.263) may be
viewed as being equivalent to a process whereby b € I' is chosen according
to the probability vector p, and the measurement py is performed for the
chosen symbol b € T'. The outcome of the measurement uy is taken as the
output of the new measurement, while the symbol b € T is discarded.

FExtremal measurements

As was established by Proposition 2.38, the set of all quantum-to-classical
channels is compact and convex. A measurement is said to be an extremal
measurement if its corresponding quantum-to-classical channel corresponds
to an extreme point of this set. The definition below states this condition
in concrete terms. A characterization of extremal measurements is provided
by the theorem that follows.

Definition 2.46 Let X be an alphabet and let X be a complex Euclidean
space. A measurement u : ¥ — Pos(X) is an extremal measurement if, for all
choices of measurements g, g1 : ¥ — Pos(X) satisfying u = Apo+ (1— M) 1
for some real number A € (0,1), one has po = p1.

Theorem 2.47 Let X be a complex Euclidean space, let ¥ be an alphabet,
and let p : X — Pos(X) be a measurement. It holds that p is an extremal
measurement if and only if, for every function 0 : ¥ — Herm(X) satisfying

> 6(a)=0 (2.266)

acx

and im(f(a)) C im(u(a)) for every a € X, one necessarily has that 0 is
identically zero: 8(a) = 0 for each a € 3.

Proof The theorem will be proved in the contrapositive form. Assume first
that p is not an extremal measurement, so there exist distinct measurements
Ho, p1 1 2 — Pos(X) and a scalar value X € (0, 1) for which

= Ao+ (1 = A)p. (2.267)
It follows that distinct measurements vy, vq : ¥ — Pos(X) exist for which

o= # (2.268)

In particular, one may set
vo =20 + (1 —2X\)p1  and vy = pq, if A<1/2;

(2.269)
vo=po and v =2A—Dpo+ (2 —2N)pg, ifA>1/2.
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Define 6 : ¥ — Herm(X) as 6(a) = vp(a) — v1(a) for each a € X. It holds
that

> 0(a)=> wla) =Y wnla) =1y —1x=0. (2.270)

aeXl acy acx
Moreover,
im(f(a)) C im(vp(a)) + im(r1(a)) = im(u(a)) (2.271)

for each a € ¥, where the equality is a consequence of the facts that vy(a)
and v1(a) are positive semidefinite and p(a) = (vp(a) + v1(a))/2. Finally,
given that 1y and v are distinct, it is not the case that 6 is identically zero.
Now assume that 6 : ¥ — Herm(X) is a function that is not identically
zero, and that satisfies
> 6(a)=0 (2.272)
a€y
and im(f(a)) C im(u(a)) for every a € X. For each a € X, there must exist
a positive real number ¢, > 0 for which

pla) +e40(a) >0 and pla) —eq.b(a) >0, (2.273)

by virtue of the fact that u(a) is positive semidefinite and 6(a) is a Hermitian
operator with im(f(a)) C im(u(a)). Let

e =min{e, : a € X} (2.274)
and define
wo=p—e0 and p; =p+eb. (2.275)

It is evident that p = (uo + p1)/2. As 0 is not identically zero and e is
positive, it holds that pg and p are distinct. Finally, it holds that up and
(1 are measurements: the assumption (2.272) implies that

Y no(a) =Y ma) = pla) =1y (2.276)
aex aex aex
while the inequalities (2.273) imply that the measurement operators po(a)
and p1(a) are positive semidefinite for each a € X. It has therefore been
established that p is not an extremal measurement, which completes the
proof. O

Theorem 2.47 has various implications, including the corollaries below.
The first corollary makes the observation that extremal measurements can
have at most dim(X')2 nonzero measurement operators.
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Corollary 2.48 Let X be a complex Euclidean space, let ¥ be an alphabet,
and let p : 3 — Pos(X) be a measurement. If j1 is an extremal measurement,
then

{a €% : p(a) # 0} < dim(X)2. (2.277)
Proof The corollary will be proved in the contrapositive form. Let
I'={aeX: ula)#0}, (2.278)

assume that |I'| > dim(X)?, and consider the collection of measurement
operators {p(a) : a € T'} as a subset of the real vector space Herm(X'). By
the assumption |T'| > dim(X)2, it must hold that the set {u(a) : a € T'}
is linearly dependent, and therefore there exist real numbers {a, : a € '},
not all of which are zero, so that

> agp(a) =0. (2.279)
ael’

Define a function 6 : ¥ — Herm(X') as

(2.280)

0(a) = agp(a) ifael
“ o ifagT.

It holds that € is not identically zero, and satisfies
> 6(a)=0 (2.281)
a€y

and im(f(a)) C im(u(a)) for every a € . By Theorem 2.47, measurement
is therefore not an extremal measurement, which completes the proof. [

Corollary 2.48, together with Proposition 2.38 and Theorem 1.10, implies
the following corollary.

Corollary 2.49 Let X be a complex Euclidean space, let 3 be an alphabet,
and let p : ¥ — Pos(X) be a measurement. There exists an alphabet T', a
probability vector p € P(T'), and a collection of measurements {up : b € '},
taking the form py : ¥ — Pos(X) and satisfying

[{a € 2 1 wpla) # 0} < dim(X)? (2.282)
for each b € T, such that

p=">> pb)u. (2.283)
bel
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For measurements whose measurement operators all have rank equal to
one, Theorem 2.47 yields a simple criterion for extremality, as represented
by the following corollary.

Corollary 2.50 Let X be a complex Euclidean space, let ¥ be an alphabet,
and let {x, : a € X} C X be a collection of nonzero vectors satisfying

> wexh = 1x. (2.284)
acy
The measurement p : X — Pos(X) defined by p(a) = xqx) for each a € ¥
is an extremal measurement if and only if {zxl : a € X} C Herm(X) is a
linearly independent set.

Proof The corollary follows from Theorem 2.47, together with the fact that
a Hermitian operator H € Herm(X') and a vector u € X satisfy the condition
im(H) C im(uu*) if and only if H = cquu* for some « € C. O

Another implication of Theorem 2.47 is that projective measurements are
necessarily extremal.

Corollary 2.51 Let X be a complex Euclidean space, let ¥ be an alphabet,
and let pn : ¥ — Pos(X) be a projective measurement. It holds that p is an
extremal measurement.

Proof Let 6 :% — Herm(X) be a function satisfying
> 6(a)=0 (2.285)

a€yl

and im(6(a)) € im(u(a)) for every a € ¥. For each b € ¥, it therefore holds
that

> u(b)d(a) = 0. (2.286)

acx
By Proposition 2.40, the collection {u(b) : b € X} is orthogonal. Therefore,
every vector in the image of 6(a) must be orthogonal to every vector in the
image of p(b) whenever a # b, so that

{G(a) ifa=5b

w(b)f(a) = (2.287)

0 ifa#b.

It follows that 6(b) = 0 for every b € ¥, and therefore the function 0 is
identically zero. As this is so for every choice of 0, as described above, it
follows from Theorem 2.47 that p is an extremal measurement. O
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Convex combinations of ensembles of states

Convex combinations of ensembles of states may be defined in essentially
the same way that convex combinations of measurements are defined. That
is, if X' is a complex Euclidean space, ¥ and I" are alphabets, p € P(T') is a
probability vector, and

My 2 2 — Pos(X) (2.288)

is an ensemble of states for each b € T, then the function 7 : ¥ — Pos(X)
defined by
n(a) =Y p(b)m(a) (2.289)

bel’

for every a € ¥ is also an ensemble. One writes

n=">_pb)m (2.290)

bel’

in this situation. If a density operator p, € D(X), representing the average
state of the ensemble 7y, is defined as

oo =y m(a) (2.291)

a€y

for each b € T', then it must hold that the average state of the ensemble 7 is
given by

> n(a) =" pb)p. (2.292)

aex bel

It is straightforward consequence of the spectral theorem (as represented
by Corollary 1.4) that the extreme points of the set of all ensembles of the
form 7 : ¥ — Pos(X) take a simple form; they are the ensembles 1 that are
defined as

*ifa=b
na)y=4"" "¢ (2.293)
0 if a # b,

for some choice of a unit vector u € X and a symbol b € 3.

In some situations, however, it is appropriate to consider just the subset
of ensembles of the form 7 : ¥ — Pos(X) that have a particular average
state p. This set possesses essentially the same convex structure as the set of
measurements of the same form. The following proposition establishes one
useful fact along these lines.
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Proposition 2.52 Let n: ¥ — Pos(X) be an ensemble, for X a complex
Euclidean space and ¥ an alphabet, and let

p= Z n(a). (2.294)
a€x

There exists an alphabet T' and a collection of ensembles {ny : b € T'} taking
the form ny : X — Pos(X) so that the following properties are satisfied:

1. For each b € I, the average state of np s p:

> m(a) =p. (2.295)
acy
2. For each b € T, it holds that
[{a € 2 : my(a) # 0}] < rank(p)®. (2.296)

3. The ensemble 1 is a convex combination of the ensembles {n, : b € T'}.
Equivalently, it holds that

n="> pb)m (2.297)
bel'
for some choice of a probability vector p € P(T).
Proof Let Y be a complex Euclidean space satisfying dim()) = rank(p),
and let A € L(Y, X) be an operator satisfying AA* = p. Such an operator A

must necessarily satisfy ker(A) = {0} and im(A) = im(p). For each a € %,
it holds that

im(n(a)) C im(p) = im(A). (2.298)

By Lemma 2.30, one may therefore conclude that there exists a positive
semidefinite operator @, € Pos()) such that

n(a) = AQ. A", (2.299)

for each a € X.
Now define p: X — Pos()) as p(a) = Q, for each a € X. As

AA* =p= Z n(a) = A(Z ,u(a)) A*, (2.300)
a€y a€dl
the fact that ker(A) = {0} implies that
> pla) =1y, (2.301)
acx

and therefore y is a measurement.
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By Corollary 2.49, there exists an alphabet I, a collection of measurements
{m : b € T'} taking the form gy : 3 — Pos()) and satisfying

H{a €% : wyla) # 0} < dim(Y)? (2.302)
for each b € T', and a probability vector p € P(T"), such that
p=>> pb)u. (2.303)
bel

Define a function 7, : ¥ — Pos(X) for each b € T as
(@) = Agn(a) A° (2.304)

for each a € X. It is evident that each n, is an ensemble whose average state
is p, by virtue of the fact that each p; is a measurement, and the requirement
(2.296) follows directly from (2.302). Finally, one has

> p(b)m(a) = A(ZPU))/%(@)) A" = Ap(a)A™ = n(a) (2.305)

bel’ bel’
for each a € ¥, and therefore (2.297) holds, which completes the proof. [

2.4 Exercises

Exercise 2.1 Let 3 be an alphabet, let X be a complex Euclidean space,
and let ¢ : Herm(X) — R™ be a linear function. Prove that these two
statements are equivalent:

1. It holds that ¢(p) € P(X) for every density operator p € D(X).
2. There exists a measurement p : X — Pos(X) such that

(¢(H))(a) = (u(a), H) (2.306)
for every H € Herm(X) and a € 3.

Exercise 2.2 Let X and Y be complex Euclidean spaces, let ¥ be an
alphabet, and let 1 : ¥ — Pos(X) be an ensemble of states. Suppose further
that u € X ® Y is a vector such that

Try(uu®) = Z n(a). (2.307)
acy

Prove that there exists a measurement p : ¥ — Pos()) such that
n(a) = Try((Lx ® p(a))uu®) (2.308)
for all a € X.
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Exercise 2.3 Let ® € CP(X,)) be a nonzero completely positive map,
for X and Y being complex Euclidean spaces, and let r = rank(J(®)) be
the Choi rank of ®. Prove that there exists a complex Euclidean space Z
having dimension r, along with an operator A € L(X ® Z,)), such that

O(X)=AX ®1z)A* (2.309)

for all X € L(X). Give a simple equation involving the operator A that is
equivalent to ® preserving trace.

Exercise 2.4 Let X and ) be complex Euclidean spaces, let ® € T(X,))
be a positive map, and let A € C(Y) denote the completely dephasing
channel with respect to the space ). Prove that A® is completely positive.

Exercise 2.5 Let ® € C(X¥ ® Z,)Y ® W) be a channel, for complex
Euclidean spaces X, ), Z, and W. Prove that the following two statements
are equivalent:

1. There exists a channel ¥ € C(X,Y) such that
Tryy (J(CI))) =J(P)®1z. (2.310)

2. There exists a complex Euclidean space V with dim(V) < dim(X ® V),
along with channels &5 € C(X,Y®V) and ®; € C(V® Z, W), such that

O = (L) @ 8) () @ Ly). (2.311)
Exercise 2.6 Let X, Y, Z, and W be complex Euclidean spaces.
(a) Prove that every operator P € Pos() ® X) satisfying the equation
(P, J(®)) =1 (2.312)
for every channel ® € C(X,)) must take the form
P=1y®p (2.313)

for some choice of p € D(X).

(b) Let ZE€ CP(Y @ X, W ® Z) be a completely positive map for which the
following statement holds: for every channel ® € C(X,)), there exists
a channel ¥ € C(Z, W) such that

E(J(®)) = J (D). (2.314)
Prove that there must exist a unital map A € CP(X, Z) such that
Tryy (2(X)) = A(Try (X)) (2:315)
forall X e L(Y ® X).
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(c) Let 2 € CP(Y ®@ X, W ® Z) be a completely positive map satisfying
the same requirement as described in part (b). Prove that there exist
channels Zg € C(Z,X¥ ®V) and Z; € C(Y ® V, W), for some choice of a
complex Euclidean space V), for which the following property holds: for
every channel ® € C(X,)), the channel ¥ € C(Z, W) that is uniquely
determined by (2.314) is given by

U =Z(P @ 1Ly))Zo. (2.316)

2.5 Bibliographic remarks

The theory of quantum information represents a mathematical formulation
of certain aspects of quantum physics, particularly aspects relating to the
storage and processing of information in abstract physical systems. While
the history of quantum physics is not within the scope of this book, it is
appropriate to mention that the mathematical theory discussed in this book
is rooted in the work of the many physicists who first developed that field,
including Planck, Einstein, Bohr, Heisenberg, Schrodinger, Born, Dirac, and
Pauli. Much of this work was placed on a firm mathematical foundation by
von Neumann’s Mathematical Foundations of Quantum Mechanics (1955).

The description of quantum states as density operators was independently
proposed by von Neumann (1927b) and Landau (1927), a notion equivalent
to that of quantum channels was proposed by Haag and Kastler (1964), and
the definition of measurements adopted in this book was proposed by Davies
and Lewis (1970). The importance of this definition of measurements was
articulated by Holevo (1972, 1973b,c,d); earlier formulations of the theory
considered only projective measurements. The books of Helstrom (1976) and
Kraus (1983) further refined these key foundational aspects of the theory of
quantum information.

Further information on the history of quantum information can be found
in the books of Peres (1993), Nielsen and Chuang (2000), and Wilde (2013),
which are also indispensable references on the theory itself. Kitaev, Shen,
and Vyalyi (2002) and Bengtsson and Zyczkowski (2006) also describe the
mathematical formalism that has been presented in this chapter, and include
discussions of some specific topics connected with quantum information and
computation.

The Choi representation is so-named for Choi (1975), who characterized
completely positive maps (as represented by the equivalence of statements
1 and 3 in Theorem 2.22). Theorem 2.31 was proved in the same paper. A
similar representation to the Choi representation was used earlier by de Pillis
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(1967) and Jamiotkowski (1972), and there are arguments to be made for
the claim that the representation may be considered as folklore.

Theorem 2.22 is an amalgamation of results that are generally attributed
to Stinespring (1955), Kraus (1971, 1983), and Choi (1975). Stinespring
and Kraus also proved more general results holding for infinite-dimensional
spaces; Theorem 2.22 presents only the finite-dimensional analogues of the
results they proved. (Several theorems to be presented in this book have
a similar character, often having originally been proved in the setting of
C*-algebras, as compared with the simpler setting of complex Euclidean
spaces.) Theorems 2.25 and 2.26 include equivalences that may be derived
from the work of de Pillis (1967) and Jamiotkowski (1972), respectively.

Theorem 2.42 is a simplified variant of a theorem commonly known as
Naimark’s theorem (or Naimark’s dilation theorem). A more general form of
this theorem, holding for certain infinite-dimensional spaces and measure-
theoretic formulations of measurements having infinitely many outcomes,
was proved by Naimark (1943), whose name is sometimes alternatively
transliterated as Neumark. This theorem is now commonly viewed as
being a direct consequence of the later work of Stinespring mentioned above.

The characterization of extremal measurements given by Theorem 2.47 is
equivalent to one obtained by Parthasarathy (1999). Results equivalent to
Corollaries 2.48, 2.50, and 2.51 were observed in the same paper. The fact
that projective measurements are extremal (Corollary 2.51) was also proved
earlier by Holevo (1973d).

Exercise 2.2 is representative of a fact first proved by Hughston, Jozsa, and
Wootters (1993). The fact represented by Exercise 2.5 is due to Eggeling,
Schlingemann, and Werner (2002), answering a question raised by Beckman,
Gottesman, Nielsen, and Preskill (2001) (who credit DiVincenzo for raising
the question). Gutoski and Watrous (2007) and Chiribella, D’Ariano, and
Perinotti (2009) generalized this result to quantum processes having inputs
and outputs that alternate for multiple steps. Exercise 2.6 is representative
of a related result of Chiribella, D’Ariano, and Perinotti (2008).

3

Similarity and distance among states and channels

The main focus of this chapter is on quantifiable notions of similarity and
distance between quantum states, the task of discrimination among two or
more quantum state alternatives, and related notions involving channels.

There are three main sections of the chapter, the first of which discusses
the task of discrimination between pairs of quantum states, its connection
to the trace norm, and generalizations of this task to more than two states.
The second section introduces the fidelity function and describes some of
its basic properties, formulations, and connections to other concepts. The
third section discusses the completely bounded trace norm, which is a natural
analogue of the trace norm for mappings between spaces of operators, and
establishes a connection between this norm and the task of discrimination
between pairs of quantum channels.

3.1 Quantum state discrimination

It is a natural question to ask how well a given collection of quantum states
can be discriminated by means of a measurement. The hypothetical task of
state discrimination serves as an abstraction through which this question
may be considered.

In the simplest formulation of the state discrimination task, one of two
known quantum states is selected at random, and a register prepared in
that state is made available to a hypothetical individual. This individual’s
goal is to determine, by performing a measurement on the given register,
which of the two states was selected. A theorem known as the Holevo—
Helstrom theorem gives a closed-form expression, based on the trace norm
of a weighted difference between the two possible states, for the probability
that an optimally chosen measurement correctly identifies the selected state.
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An explicit description of an optimal measurement may be obtained from
the proof of this theorem.

State discrimination may also be considered in the situation where more
than two states are to be discriminated. An analysis of this task is more
difficult than the two-state case, and a simple, closed-form expression for the
optimal success probability to discriminate three or more given states is not
known in general. It is possible, however, to represent this optimal success
probability through the use of semidefinite programming, which provides a
valuable analytical tool through which state discrimination may be analyzed.
Approximate solutions, together with bounds on their performance, are also
considered.

3.1.1 Discriminating between pairs of quantum states

The task of discriminating between two fixed quantum states po, p1 € D(X)
of a given register X is the simplest form of the state discrimination task.
A key aspect of the analysis of this task that follows is that it establishes a
close connection between state discrimination and the trace norm. Somewhat
more generally, one finds that the trace norm provides a natural way of
quantifying the “measurable difference” between two quantum states.

Discriminating between pairs of probabilistic states

Before discussing the task of state discrimination between pairs of quantum
states, it is appropriate to consider an analogous problem for probabilistic
states. To this end, consider the following scenario involving two hypothetical
individuals: Alice and Bob.

Scenario 3.1 Let X be a register with classical state set ¥ and let Y be
a register with classical state set {0,1}. Both X and Y are to be viewed
as classical registers in this scenario. Also let pg,p; € P(X) be probability
vectors, representing probabilistic states of X, and let A € [0,1] be a real
number. The vectors pg and p;, as well as the number A, are assumed to be
known to both Alice and Bob.

Alice prepares the register Y in a probabilistic state, so that its value is 0
with probability A and 1 with probability 1 — A. Conditioned on the classical
state of Y, Alice performs one of the following actions:

1. If Y = 0, Alice prepares X in the probabilistic state po.
2. If Y =1, Alice prepares X in the probabilistic state p;.

The register X is then given to Bob.
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Bob’s goal is to correctly determine the value of the bit stored in Y, using
only the information he can gather from an observation of X.

An optimal strategy in this scenario for Bob, assuming that he wishes to
maximize the probability of correctly guessing the value stored in Y, may
be derived from Bayes’ theorem, which implies

—OX — ) — Apo(b)
PrlY =0p=8) = Apo(b) + (1 — A)p1(b) (3.1)
Pr(Y = 1[X = b) — L= Ip(®)

Apo(b) + (1= A)pa(b)
for each b € X. Given the knowledge that X = b, Bob should therefore choose
the more likely value for Y: if it holds that Apo(b) > (1 — A)p1(b), then Bob
should guess that Y = 0, while if Apg(b) < (1 — X\)p1(b), then Bob should
guess that Y = 1. In the case that Apg(b) = (1 — A)p1(b), Bob can guess
either Y = 0 or Y = 1 arbitrarily without affecting his probability of being
correct, as the two values are equally likely in this situation.

The probability that Bob correctly identifies the value stored in Y using
this strategy can be understood by first considering the probability he is
correct minus the probability he is incorrect. This difference in probabilities
is represented by the quantity

> [ Apo(b) = (1= N)p1(b)| = [[Apo — (1 = Mp1 ], (3.2)
bex

It follows that the probability that Bob is correct is given by the quantity

1 1
§+§H)\pof (1=Np1;- (3.3)

This expression makes clear the close connection between probabilistic state
discrimination and the vector 1-norm.
Notice that

0< [ Apo—(1=Npe|l, <1, (3.4)
where the second inequality follows from the triangle inequality. This is

consistent with the interpretation of the expression (3.3) as a probability. In
an extreme case where

[Apo — (1= Npu, =0, (3.5)

which requires A = 1/2 and pg = p1, Bob is essentially reduced to guessing
arbitrarily and will be correct with probability 1/2. In the other extreme,

IApo — (1= Npi, = 1, (3.6)
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it must hold that Apg and (1—\)p; have disjoint supports, and thus Bob can
determine the value of Y without error. Intermediate values, in which both
inequalities in (3.4) hold strictly, correspond to different degrees of certainty
in Bob’s guess.

Discriminating between pairs of quantum states

The task of discriminating between pairs of quantum states is represented
by the following scenario, which is the natural quantum generalization of
Scenario 3.1.

Scenario 3.2 Let X be a register and let Y be a register having classical
state set {0,1}. The register Y is to be viewed as a classical register, while
X is an arbitrary register. Also let po, p1 € D(X) be states of X, and let
A € [0,1] be a real number. The states pg and p1, as well as the number A,
are assumed to be known to both Alice and Bob.

Alice prepares the register Y in a probabilistic state, so that its value is 0
with probability A and 1 with probability 1— A. Conditioned on the classical
state of Y, Alice performs one of the following actions:

1. If Y = 0, Alice prepares X in the state pg.
2. If Y =1, Alice prepares X in the state p;.

The register X is then given to Bob.
Bob’s goal is to correctly determine the binary value stored in Y, by means
of a measurement of X.

The main goal of the discussion that follows is to establish an analogous
connection between this scenario and the trace norm to the one between
Scenario 3.1 and the vector 1-norm discussed above. The following lemma,
which happens to concern the spectral norm rather than the trace norm,
is useful for establishing this connection. The lemma is stated in greater
generality than is required for the purposes of the present section, but the
more general form will find uses elsewhere in this book.

Lemma 3.3 Let X be a complex Fuclidean space, let ¥ be an alphabet,
let u € C* be a vector, and let {P, : a € ¥} C Pos(X) be a collection of
positive semidefinite operators. It holds that

. (3.7)

Z u(a)P,

a€y

< lufl

> Fa

a€y
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Proof Define an operator A € L(X, X ® (CE) as
A= Z VP, ® eq. (3.8)
acx

The spectral norm is submultiplicative with respect to compositions and
multiplicative with respect to tensor products, and therefore

Z u(a)P,

aex

Z u(a)A*(1y ® Eaﬂ)AH

aex

(3.9)
<A || D u(@)Eaa|| 1Al = lullooll Al
a€y
By the spectral norm property (1.178), one has
IA]? = [[A* Al = || 3 Pal|, (3.10)
a€y
which completes the proof. O

A direct connection between Scenario 3.2 and the trace norm can now
be established. The next theorem, known as the Holevo-Helstrom theorem,
expresses this connection in mathematical terms.

Theorem 3.4 (Holevo-Helstrom theorem) Let X be a complex Euclidean
space, let po, p1 € D(X) be density operators, and let X\ € [0,1]. For every
choice of a measurement p : {0,1} — Pos(X), it holds that

A(0), o) + (1= X)), 1) < 3 + 5o — (1= Xprlly (3.11)

Moreover, there exists a projective measurement p : {0,1} — Pos(X) for
which equality is achieved in (3.11).

Proof Define
p=Xpo+(1—=XN)p1 and X =Apg—(1—A)ps, (3.12)
so that
Apo = # and (1—MX)p = d, (3.13)

and therefore

Ap(0), po) + (1= N (u(1), 1) = & + 5 {u(0) — (1), X). (314)
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By Lemma 3.3, together with the Holder inequality for Schatten norms, it
follows that

1 1 11 (3.15)
<-4+ = — (1 X <=4+ =]X]h.
< 5+ 3 10) = O IX 1 < 5+ 51X

Combining (3.14) and (3.15) yields (3.11).
To show that equality is achieved in (3.11) for a projective measurement
w:{0,1} — Pos(X), one may consider the Jordan—Hahn decomposition

X=P-Q, (3.16)

for P,Q € Pos(X). Define p : {0,1} — Pos(X) as
#(0) = iypy and  p(l) =1 — Iy p), (3.17)

which is a projective measurement. It holds that
(1(0) - u(1), X) = Te(P) + Tx(Q) = |1 X I, (3.18)

and therefore
1 1

Mp(0), po) + (1= N{p(1), 1) = 5 + 51X (3.19)
which completes the proof. O

It follows from Theorem 3.4 that an optimal choice of a measurement for
Bob in Scenario 3.2 correctly determines the value of Y with probability

S+ 2w — (=Nl (320)
and this optimal probability is achieved by a projective measurement.

One might question the implicit claim that the possible strategies for Bob
in Scenario 3.2 are exhausted by the consideration of measurements having 0
and 1 as the only possible outcomes. For instance, Bob could measure X using
a measurement with three or more outcomes, and then base his guess for the
value of Y on the measurement outcome obtained. However, no generality
is introduced by this type of strategy, or any other strategy having access
to the register X alone. Any process used by Bob to eventually produce a
binary-valued guess for the classical state of Y must define a binary-valued
measurement, and Theorem 3.4 may be applied to this measurement.

The following proposition, whose proof has some overlap with the proof of
the Theorem 3.4, establishes a useful relationship between the trace norm of
an operator and the 1-norm of a vector obtained from that operator’s inner
products with the measurement operators of any measurement.
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Proposition 3.5 Let X be a complex Euclidean space, let Y2 be an alphabet,
let p: ¥ — Pos(X) be a measurement, and let X € L(X) be an operator.
Define a vector v € C” as

v(a) = (u(a), X) (3.21)
for each a € . It holds that ||v]|1 < || X|1.
Proof One has
ol = > _l{p(a), X)| = > u(a){u(a), X) = <ZU(a)u(a)vX> (3.22)
acy a€y a€y

for some choice of a vector u € C* satisfying |u(a)| = 1 for each a € . By
Lemma 3.3, together with Hélder’s inequality for Schatten norms, it follows
that

vl <

> u(a)u(a)

acx

11 < 11l (3.23)

as required. O

Discriminating between convex sets of quantum states

The task of state discrimination between pairs of quantum states may be
generalized to one in which two convex sets of quantum states are to be
discriminated. The following scenario describes this task in more precise
terms.

Scenario 3.6 Let X be a register and let Y be a register having classical
state set {0,1}. The register Y is to be viewed as a classical register, while
X is an arbitrary register. Also let Cy,C; C D(X) be nonempty, convex sets
of states, and let A € [0,1] be a real number. The sets Cyp and Cy, as well as
the number A, are assumed to be known to both Alice and Bob.

Alice prepares the register Y in a probabilistic state, so that its value is 0
with probability A and 1 with probability 1 — A. Conditioned on the classical
state of Y, Alice performs one of the following actions:

1. If Y = 0, Alice prepares X in any state pg € Cy of her choice.
2. If Y =1, Alice prepares X in any state p; € C; of her choice.

The register X is then given to Bob.
Bob’s goal is to correctly determine the binary value stored in Y, by means
of a measurement of X.
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The description of Scenario 3.6 does not specify how Alice is to choose po
or p1, beyond stating the requirement that pg € Cyp and p; € C;. It could
be, for instance, that Alice chooses these states randomly according to fixed
distributions, or she could choose the states adversarially, even based on
a knowledge of the measurement Bob intends to use. What is relevant is
that Bob can make no assumptions regarding Alice’s choices for py and p1,
beyond the requirement that she chooses pg € Cy and p; € C;.

One may note that Scenario 3.2 represents a special case of Scenario 3.6
in which Cy and C; are the singleton sets {po} and {p1}, respectively.

It follows from the Holevo-Helstrom theorem (Theorem 3.4) that Bob
cannot hope to succeed in his task in Scenario 3.6 with probability higher
than

1 1

L4 S~ =Nl 32
for whichever states pg € Cg and p; € C; Alice chooses, for this is his optimal
success probability when he has the additional knowledge that Alice chooses
either pg or p;. The following proposition implies that Bob can succeed with
probability at least

1 1.
2 * 2 Plor-,lﬂleApO B (1 - )\)01”1 ) (3.25)

where the infimum is taken over all choices of pg € Cy and p; € C;. In light of
the limitation imposed by the Holevo—Helstrom theorem, this is necessarily
the optimal probability of success in the worst case.

Theorem 3.7 Let Cy,C; C D(X) be nonempty, convez sets, for X being a
complex Euclidean space, and let A € [0,1]. It holds that

max inf (A(u(0), po) + (1 — A){(u(1), p1))

K PosP1
= inf max (A(u(0). po) + (1 = \)(u(1), p1)) (3.26)
1 1,
=5ty i IAm = (=Nl

where the infima are over all choices of pg € Cy and p1 € Cy1, and the mazima
are over all choices of binary measurements p : {0,1} — Pos(X).

Proof Define sets A, B C Pos(X & X) as

0
A= {(%0 ,01> : po €Co, p1 € Cl} (3.27)
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and

[ (R 0 _ _
B—{( 0 (1—A)P1> : Po,P1€POS(X)7P0+P1—]lx}7 (3.28)

as well as a function f : A x B — R as f(4,B) = (A, B). It holds that A
and B are convex, B is compact, and f is bilinear, so that
inf A, B) = inf f(A, B 2
RSP = g Rl T4 D) 329
by Sion’s min-max theorem (Theorem 1.12). Equation (3.29) is equivalent
to the first equality of (3.26), and the second equality in (3.26) follows from
Theorem 3.4. O

3.1.2 Discriminating quantum states of an ensemble

The remaining variant of quantum state discrimination to be discussed in
this chapter is similar to the one represented by Scenario 3.2, except that
more than two possible states, selected from a given ensemble, are to be
discriminated. The following scenario describes this task in more precise
terms.

Scenario 3.8 Let X be a register, let 3 be an alphabet, and let Y be a

register having classical state set X. The register Y is to be viewed as a

classical register, while X is an arbitrary register. Also let 7 : ¥ — Pos(X)

be an ensemble of states, assumed to be known to both Alice and Bob.
Alice prepares the pair (Y, X) in the classical-quantum state

o= Z Ea,a Y 77(0) (330)
acs
determined by the ensemble 7. Equivalently, the register Y takes each value
a € ¥ with probability p(a) = Tr(n(a)), and conditioned on the event Y = a
the state of X is set to
n(a)
Tr(n(a))’
for each a € X. The register X is then given to Bob.
Bob’s goal is to correctly determine the classical state stored in Y, using
only the information he can gather from a measurement of X.

(3.31)

For any measurement g : ¥ — Pos(X) chosen by Bob, the probability
that he correctly predicts the classical state of Y is given by the expression

> (ula),n(a)). (3.32)

a€Xx



3.1 Quantum state discrimination 133

It is therefore natural to consider a maximization of this quantity over all
choices of the measurement .

More generally, one may substitute an arbitrary function of the form
¢ : ¥ — Herm(X) in place of the ensemble 1 : ¥ — Pos(&X), and consider a
maximization of the quantity

> (u(a), é(a) (3.33)

a€y

over all measurements p : ¥ — Pos(X). One situation in which this more
general optimization problem is meaningful is a variant of Scenario 3.8 in
which different payoff values are associated to each pair (a, b), representing
the state a of Alice’s register Y and Bob’s measurement outcome b. If Bob
receives a payoff value of K(a,b) for producing the measurement outcome
b when Alice’s register Y holds the symbol a, for instance, Bob’s expected
gain for a given measurement p : ¥ — Pos(X) is given by

> D K(a,b)(u(b),n(a)) = D _{u(b), 6(b)) (3.34)

acX bex bex

for

¢(b) = > K(a,b)n(a). (3.35)
acy
This sort of hypothetical situation could be further generalized by allowing
the classical state set of Alice’s register Y and Bob’s set of measurement
outcomes to disagree.

A semidefinite program for optimal measurements

For any choice of a function ¢ : ¥ — Herm(X), for a complex Euclidean
space X and an alphabet X, define

opt(¢) = max 3 (u(a), ¢(a)), (3.36)
aex

where the maximum is over all measurements of the form p : ¥ — Pos(X).
This optimal value is necessarily achieved for some choice of a measurement,
as it is a maximization of a continuous function over a compact set, which
justifies the use of the maximum rather than the supremum. It may also
be said that a particular choice of a measurement p is optimal for ¢ if the

above expression (3.33) coincides with the value opt(¢).
There is no closed-form expression that is known to represent the value
opt(¢) for an arbitrary choice of a function ¢ : ¥ — Herm(X). However, it
is possible to express the value opt(¢) by a semidefinite program, providing
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a method by which it may be numerically calculated using a computer. A
simplified description of the primal and dual problems associated with such
a semidefinite program are as follows:

Primal problem (simplified)

maximize: ZaGE(M(Q)7 ¢(a)>
subject to:  p: X — Pos(X),
ZaGE u(a) = ]1X~

Dual problem (simplified)

minimize: Tr(Y)
subject to: Y > ¢(a) (for all a € %),
Y € Herm(X).

A formal expression of this semidefinite program that conforms to the
definition of semidefinite programs presented in Section 1.2.3 is given by the
triple (®, A, 1x), where the mapping ® € T(Y ® X, X) is defined as the
partial trace ® = Try, for ) = C*, and the operator A is defined as

A=Y FEu.®¢(a). (3.37)

a€ey

The primal and dual problems associated with the triple (®, A, 1y) are as
follows:

Primal problem (formal)

maximize: (A, X)
subject to:  Try(X) = 1y,
X € Pos(Y @ X).

Dual problem (formal)

minimize: Tr(Y)
subject to: 1y @Y > A,
Y € Herm(X).

These problems are equivalent to the simplified primal and dual problems
described above. In greater detail, any feasible solution p to the simplified
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primal problem described above gives rise to the feasible solution

X =Y Euu®pa) (3.38)
aeX

to the formal primal problem, in which the same objective value

(4,X) = (ula),4(a)) (3.39)

a€x

is achieved. While a feasible solution X to the formal primal problem need
not take the form (3.38) in general, one may nevertheless obtain a feasible
solution p to the simplified primal problem from such an operator X by
setting

ua) = (€ © 1) X (eq © 1) (3.40)

for each a € . The equality (3.39) again holds, and therefore the two primal
problems have the same optimal value. The fact that the two dual problems
are equivalent is evident from the observation that the inequality

Ly®Y > E.q® ¢(a) (3.41)
I

is equivalent to the inequality Y > ¢(a) holding for every a € 3.
Strong duality holds for this semidefinite program. The operator

1
X 1y @1y (3.42)

X
is a strictly feasible primal solution, while Y = ~1y is a strictly feasible
dual solution for any real value v > A1(A). It follows from Slater’s theorem
for semidefinite programs (Theorem 1.18) that the optimal primal and dual
values for the semidefinite program are equal, and moreover the optimum
value is achieved in both the primal and dual problems.

Criteria for measurement optimality

It may be difficult to obtain an analytic description of a measurement
i Y — Pos(X) that is optimal for a given function ¢ : ¥ — Herm(X),
given the lack of a known closed-form expression for such a measurement.
In contrast, it is straightforward to verify that an optimal measurement is
indeed optimal by means of the following theorem.
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Theorem 3.9 (Holevo-Yuen-Kennedy-Lax) Let ¢ : ¥ — Herm(X) be a
function and let p : ¥ — Pos(X) be a measurement, for X being a complex
Euclidean space and Y2 being an alphabet. The measurement p is optimal for
the function ¢ if and only if the operator

Y =Y é(a)ua) (3.43)

a€y

is Hermitian and satisfies Y > ¢(b) for every b € X.

Proof Let ) = C* and define an operator X € Herm(Y ® &) as

X = Z Eo o ® p(a). (3.44)
agx

Suppose first that p is an optimal measurement for ¢, so that X is an
optimal primal solution to the semidefinite program (®, A, 1 x) representing
opt(9), as described previously. As the dual optimum of this semidefinite
program is always achieved, one may choose Z € Herm(X) to be such
a dual-optimal solution. By the property of complementary slackness for
semidefinite programs (Proposition 1.19), it necessarily holds that

(Iy®2)X = AX. (3.45)
Taking the partial trace of both sides of (3.45) over ), one finds that

Z =ZTry(X) =Try(AX) = > ¢(a)u(a) =Y. (3.46)
a€eY

The operator Y is therefore dual feasible, and is therefore Hermitian and
satisfies Y > ¢(b) for every b € 3.

To prove the reverse implication, one may observe that if Y is Hermitian
and satisfies Y > ¢(b) for every b € ¥, then it is a dual-feasible solution
to the semidefinite program (®, A, 1) representing opt(¢). Because p is a
measurement, the operator X defined in (3.44) is primal-feasible for this
semidefinite program. The objective values achieved by X in the primal
problem and Y in the dual problem are both equal to

> (ula), ¢(a)). (3.47)

acy

The equality between these values implies that both are optimal by the
property of weak duality of semidefinite programs. The measurement g is
therefore optimal for ¢. O
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The pretty good measurement

Returning to Bob’s task, as described in Scenario 3.8, suppose an ensemble
1 : X — Pos(X) is given, and a measurement y : ¥ — Pos(X) maximizing
the probability
> {ula),n(a)) (3.48)
aeXl
of a correct determination of the state of Alice’s classical register Y is sought.

In a concrete setting in which an explicit description of 7 is known,
the semidefinite programming formulation of opt(n) allows for an efficient
numerical approximation to a measurement p that is optimal for 7. This
approach may, however, be unsatisfactory in more abstract settings, such
as ones in which it is necessary to view 7 as being indeterminate. Although
Theorem 3.9 allows for a verification that a given optimal measurement is
indeed optimal, it does not provide a method to find a measurement that is
optimal.

One alternative to searching for an optimal measurement is to consider
measurements that are determined from 7 by closed-form expressions, but
that might be sub-optimal. The so-called pretty good measurement is an
example of such a measurement.

To define the pretty good measurement for a given ensemble 7, one first
considers the average state

p=1_nla) (3.49)
acx
of 1. In the case that p is positive definite, the pretty good measurement
associated with 7 is the measurement p : ¥ — Pos(X) defined as

p(a) = p~2n(a)p”2. (3.50)

In general, when p is not necessarily invertible, one may use the Moore—
Penrose pseudo-inverse of p, in place of the inverse of p, to define! the pretty
good measurement associated with n as

1
/J(Cl) = p+ 77(@) p+ + Enker(p) (352)

for every a € X.

L It should be noted that, although the equation (3.52) is taken here as the definition of the
pretty good measurement, it is somewhat arbitrary in the case that p is not invertible. Any
measurement p : X — Pos(X) satisfying

ula) > \/pt n(a)\/p+ (3.51)

for all a € ¥ would be equivalent with respect to the discussion that follows.
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Although the pretty good measurement will generally not be optimal for
a given ensemble, it will always achieve a probability of a correct prediction
that is at least the square of the optimal success probability, as the following
theorem states.

Theorem 3.10 (Barnum-Knill) Let X be a complex Euclidean space, let
Y be an alphabet, let n : ¥ — Pos(X) be an ensemble of states, and let
i X — Pos(X) denote the pretty good measurement associated with n. It

holds that
> (ula),n(a)) > opt(n)>. (3.53)

a€y
Proof Let

p=3 n(a) (3.54)

a€X

and let v : ¥ — Pos(X) be a measurement. For every a € ¥ it holds that
im(n(a)) C im(p), and therefore

(w(a).n(a@)) = (ptra)pt. (%) in(a)(p*) 7). (3.55)
By the Cauchy—Schwarz inequality, it follows that
i) n(@) < [otvi@et | [ (o) @)

for each a € . Applying the Cauchy—Schwarz inequality again, this time
for vectors of real numbers rather than for operators, one finds that

> (v(a)n(a)) < J > |piv(a)pt JZ )% ey ()3
aex aeX

aex

The first factor on the right-hand side of (3.57) is at most 1. To verify
that this is so, one may use the definition of the Frobenius norm to obtain
the expression

2 1 11 1
| , = (Pi(apt, piva)pt) = (@), pr(a)p)  (3:59)
for each a € X, from which it follows that

z < Tr(y/pr(a)y/p), (3.59)

by virtue of the fact that v(a) < 1x and \/pv(a),/p > 0. Summing over all
a € ¥ yields

> otvtarst
acx

(3.56)

(3.57)

piv(a)pt

|piv(a)pi

2

2
< 3 Te(ypr(a)V) = Te(p) = 1. (3.60)
a€X
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By the definition of the pretty good measurement, along with a similar
computation to the one expressed by (3.58), one has that

1 2

(o) ina) (o)

= (Vo nan/p*nfa)) < ul@nfa)) 61

2

for each a € ¥, and therefore

ZH(/J*)in(a)(p*)i , < 2 (wa),n(a)). (3.62)

acx acx

2

By (3.57), (3.60), and (3.62) it follows that

2
(Z(V(a)m(a))) < > _{u(a),n(a)). (3.63)

acy a€ex

As this inequality holds for all measurements v : ¥ — Pos(&X), including
those measurements that are optimal for 7, the proof is complete. O

3.2 The fidelity function

This section introduces the fidelity function, which provides a measure of the
similarity, or “overlap,” between quantum states (and positive semidefinite
operators more generally) that will be used extensively throughout this book.
It is defined as follows.

Definition 3.11 Let P,QQ € Pos(X) be positive semidefinite operators,
for X a complex Euclidean space. The fidelity F(P, Q) between P and @ is
defined as

F(P.Q) = | VPV - (3.64)
The function F is called the fidelity function.

The fidelity function is most often considered for density operator inputs,
but there is value in defining it more generally, allowing its arguments to
range over arbitrary positive semidefinite operators. By expanding (3.64)
according to the definition of the trace norm, an alternative expression for
the fidelity function is obtained:

F(P,Q) = Tr( \/@P\/@). (3.65)
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3.2.1 Elementary properties of the fidelity function

The following proposition establishes several basic properties of the fidelity
function.

Proposition 3.12 Let P,Q € Pos(X) be positive semidefinite operators,
for X a complex Fuclidean space. The following facts hold:

The fidelity function ¥ is continuous at (P, Q).

F(P,Q) =F(Q,P).

F(\P,Q) = VAF(P,Q) = F(P,\Q) for every real number \ > 0.
F(P,Q) = F (i) PIlim(g), Q) = F (P, i (p)Q i (p)) -

F(P,Q) > 0, with equality if and only if PQ = 0.

F(P,Q)% < Tr(P) Tr(Q), with equality if and only if P and Q are linearly
dependent.

S G o o~

7. For every complex Euclidean space Y with dim()) > dim(X') and every
isometry V € U(X,)), it holds that F(P,Q) = F(VPV* VQV™*).

Proof Statements 1, 2, and 3 follow immediately from the definition of the
fidelity function (Definition 3.11): the fidelity function is a composition of
continuous functions (the operator square root, operator composition, and
the trace norm), and is therefore continuous at every point in its domain; it
holds that ||Al|1 = ||A*||1 for any choice of an operator A, and therefore

Iveval, =I(vPva) |, = vavrl: e
and by the positive scalability of the trace norm, one has
|vapva|, =i vPve), = [vPviel. e
Moving on to the fourth statement, it follows from the observation

VQ = VQILing) = im) VQ (3.68)

that
VQPVQ = Qi) Pl )V Q. (3.69)
Through the use of the expression (3.65), it follows that
F(P,Q) = F (i) P, Q)- (3.70)

This proves the first equality in statement 4, while the second equality follows
through a combination of the first equality and statement 2.
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Statement 5 follows from the fact that the trace norm is positive definite:
H\/TD\/@HI >0, (3.71)

with equality if and only if v/P,/Q = 0, which is equivalent to PQ = 0.
To prove the sixth statement, observe first that, by (1.182), there must
exist a unitary operator U € U(X) for which

r(e.ar = [VPeal = vPva)f =[(vruvalf. o

By the Cauchy—Schwarz inequality, it holds that

(e @) < |veel Vel = meme. o

which establishes the claimed inequality in statement 6. If it is the case
that P and @ are linearly dependent, then it must hold that P = AQ or
@ = AP for some choice of a nonnegative real number A. In either case, it
is straightforward to verify that

F(P,Q)* = Tr(P) Tr(Q). (3.74)

On the other hand, if P and @ are linearly independent, then so too are
VPU and /Q for all unitary operators U; for if it holds that

aVPU +5/Q =0 (3.75)
for scalars a, 8 € C, then it follows that
lo|*P = |B*Q. (3.76)

The assumption that P and @ are linearly independent therefore implies
that a strict inequality occurs in the application of the Cauchy—Schwarz
inequality in (3.73), which completes the proof of statement 6.

Finally, to prove statement 7, one may observe first that

VVPV* =VVPV* and VQV* =V /QV* (3.77)

for every isometry V € U(X,)). By the isometric invariance of the trace
norm, it follows that

F(VPV*,VQV*) = HV\/TDV*V\/@V*

= |vPva (3.78)

which proves statement 7. O

)
1

142 Similarity and distance among states and channels

Statements 5 and 6 of Proposition 3.12 imply that
0<F(po)<1 (3.79)

for all density operators p,o € D(X). Moreover, F(p, o) = 0 if and only if p
and ¢ have orthogonal images, and F(p,0) = 1 if and only if p = 0.

The output of the fidelity function is given by a simple formula when one
of its input operators has rank equal to 1, as the next proposition states.

Proposition 3.13 Let X be a complex Fuclidean space, let v € X be a
vector, and let P € Pos(X) be a positive semidefinite operator. It holds that

F(P,vv*) = Vu*Pu. (3.80)
In particular, for every choice of vectors u,v € X, it holds that

F(uu*, vv*) = [{u,v)|. (3.81)
Proof The operator

VP ovVP (3.82)

is positive semidefinite and has rank at most 1. Its largest eigenvalue is
therefore

A (\/Igvv*\/lg) = Tr(ﬁvv*\/];) =v*Pu, (3.83)

while its remaining eigenvalues are 0. It follows that

F(P,vv*) = TY(\/\/?UU*\/TD) = \/A1<\/13vv*\/]3> =Vuv*Puv, (3.84)

as claimed. O

The following proposition is representative of another case in which the
fidelity function has a simple formula. One corollary of this proposition,
known as Winter’s gentle measurement lemma, is useful in many situations.?
Proposition 3.14 Let P,Q € Pos(X) be positive semidefinite operators,
for X a complex Fuclidean space. It holds that

F(P,QPQ) = (P,Q). (3.85)

2 The term gentle measurement reflects the observation that if a measurement of a particular
state yields a particular outcome with very high probability, then a non-destructive analogue
of that measurement causes only a small perturbation to the state in the event that the likely
outcome is obtained.
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Proof 1Tt holds that

VVPQPQVP = \/(VPQVP)? = VPQVP, (3.86)

and therefore
F(P,QPQ) Tr( \/?QPQ\/?) — (VPQVP) = (P.Q),  (387)

as claimed. O

Corollary 3.15 (Winter’s gentle measurement lemma) Let X' be a complex
FEuclidean space, let p € D(X) be a density operator, and let P € Pos(X) be
a positive semidefinite operator satisfying P < 1y and (P, p) > 0. It holds

that
F<p, W) > o). (3.88)

Proof By Proposition 3.14, along with statement 3 of Proposition 3.12, one
has

\/ﬁp\/ﬁ . 1 B <\/ﬁ,p>
F<p7 (P, p) >_ <P,p>F<p’\/Fp\/}3>_m- (3.89)

Under the assumption 0 < P < 1, it holds that VP > P, and therefore
(VP,p) > (P, p), from which the corollary follows. O

Another simple, yet very useful, property of the fidelity function is that
it is multiplicative with respect to tensor products.

Proposition 3.16 Let Py, Qo € Pos(Xp) and P1, Q1 € Pos(Xy) be positive
semidefinite operators, for complexr Fuclidean spaces Xy and Xy. It holds
that

F(Py® P1,Qo @ Q1) = F(Po, Qo) F(P1, Q). (3.90)

Proof Operator square roots and compositions respect tensor products,
and the trace norm is multiplicative with respect to tensor products, so

F(Py® P1,Qo® Q1) = H\/PO ©PVQo® Q1H1
- VAo V|, - A, v, e

=F(Py, Qo) F(P1,Q1),

as claimed. O
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3.2.2 Characterizations of the fidelity function

Multiple alternative characterizations of the fidelity function are known;
a selection of such alternative characterizations is presented below. Some
of these characterizations will allow for further properties of the fidelity
function to be established, or will find other uses elsewhere in this book.

Block operator characterization

The first alternative characterization of the fidelity function to be presented
is given by the following theorem. This characterization is particularly useful
for establishing relevant properties of the fidelity function, including joint
concavity in its arguments and monotonicity under the actions of channels,
as will be described in the section following this one.

Theorem 3.17 Let X be a complex Euclidean space and let P,Q € Pos(X)
be positive semidefinite operators. It holds that

F(P,Q) = max{|Tr(X)| L X e L(X), <§ g) € Pos(X & X)}. (3.92)

The following lemma, which will find other uses elsewhere in this book,
will be used to prove Theorem 3.17. The lemma is stated in slightly greater
generality than is needed in the present context, in that it does not require
P and @ to act on the same space, but there is no added difficulty in proving
it with this greater generality.

Lemma 3.18 Let X and Y be complex Euclidean spaces, let P € Pos(X)
and Q € Pos()) be positive semidefinite operators, and let X € L(Y,X) be
an operator. It holds that

P X
( P Q) € Pos(X @ ) (3.93)

if and only if X = VPK~/Q for some choice of K € L(Y,X) satisfying
K[ <1

Proof Suppose first that X = vVPK/Q for K € L(Y, X) being an operator
for which || K[| < 1. It follows that K K* < 1y, and therefore

VPE\ VPKEK*VP X P X
< (T)wr (P ) 3) o
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For the reverse implication, assume

( o g) € Pos(X @ )), (3.95)
and define
K = VPTXVQ+. (3.96)

It will be proved that X = v/PK/Q and || K|| < 1. Observe first that, for
every Hermitian operator H € Herm(X'), the block operator

H 0 P X\ (H 0\ (HPH HX (3.97)
0 1/)\X* @ 0 1) \X*H Q ’
is positive semidefinite. In particular, for H = Iy (p) being the projection
onto the kernel of P, one has that the operator

0 Hyer(py) X
3.98
(X*erm Q (3.98)

is positive semidefinite, which implies that Il (p)X = 0, and therefore
iy pyX = X. Through a similar argument, one finds that X1, ) = X.
It therefore follows that

VPE\/Q =iy py X0y = X. (3.99)
Next, note that

z*Px x*Xy 5 0 P X z 0
= >0 (3.100)
y Xt ytQy 0 ) \X* Q) \0 vy
for every choice of vectors x € X and y € ). Setting

x=VPtu and y=vVQtv (3.101)

for arbitrarily chosen unit vectors u € X and v € ), one finds that

1 u*Kv w*II; u u* Kv
> im(P) > )
(U*K*u 1 > - ( v K*u vl v) T 0 (3.102)

and therefore |u*Kv| < 1. As this inequality holds for all unit vectors u and
v, it follows that || K[| < 1, as required. O

Proof of Theorem 3.17 By Lemma 3.18, the expression on the right-hand
side of the equation (3.92) may be written as

max{‘ﬁ(\/ﬁK\/@)) D K eL(X), | K| < 1}, (3.103)
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which is equivalent to
ma{|(KVPVQ)] e IRl <1) a0y

By the duality of the trace and spectral norms, as expressed by (1.173), one
has

max{‘<K, \/TDJ@( L K eL(X), | K| < 1}
- H\/‘TD\/@‘L =F(PQ),

which completes the proof. O

(3.105)

Remark For any choice of operators P,Q € Pos(X) and X € L(X), and a
scalar a € C satisfying |a| = 1, it holds that

P X
(X* Q) € Pos(X & X) (3.106)
if and only if
P  aX
(aX* 0 ) € Pos(X @ X). (3.107)

This fact follows from Lemma 3.18. Alternatively, one may conclude that
(3.106) implies (3.107) through the equation

1 o\ /[P X\[(1 o0 P aX
(0 a11> <X* Q) <0 a]l):<aX* Q)’ (3.108)

while the reverse implication is obtained similarly, through the equation

1 0 P ax\ (1 o)\ P X
<0 a11> (aX* Q)(O a11> :<X* Q)' (3.109)

For any two positive semidefinite operators P, Q) € Pos(X), it therefore holds
that the fidelity F(P, Q) is given by the expression

max{ére(Tr(X)) . X e L(X), (; g) e Pos(X@X)}, (3.110)

where R(5) denotes the real part of a complex number /3. Moreover, there
must exist an operator X € L(X) such that

<; g) € Pos(X & X) (3.111)

and F(P, Q) = Tr(X).
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The characterization of the fidelity function established by Theorem 3.17
provides an expression of the fidelity F(P, Q) corresponding to the optimal
value of a semidefinite program, as will now be explained. First, define a
map ® € T(X & X) as

Xo - 1 (X9 0
P == 3.112
for every Xo, X1 € L(X), where the dots represent elements of L(X) that
have no influence on the output of this map. One may verify that the map

® is self-adjoint: & = &*. Then, for a given choice of P,Q € Pos(X), define
Hermitian operators A, B € Herm(X @& X)) as

1/(0 1 1(P 0
A:2<]l 0) and B:2<O Q) (3.113)

The primal and dual optimization problems associated with the semidefinite
program (P, A, B), after minor simplifications, are as follows:

Primal problem Dual problem
- 1 1 . o 1 1
maximize: Tr(X) + 3 Tr(X™) minimize: §<P, Yoy + 5(@, Y1)
subject to: P X >0, subject to: Y, -1 >0,
X* Q - -1 Y7 /) —
X e L(X). Y0, Y] € Herm(X).

The optimal primal value of this semidefinite program is equal to F(P,Q),
as it is in agreement with the expression (3.110).

The primal problem is evidently feasible, as one may simply take X =0
to obtain a primal feasible solution. The dual problem is strictly feasible:
for any choice of Yy > 1 and Y; > 1, one has that the operator

Y, -1
(—(])1 Y1> (3.114)

is positive definite. Strong duality therefore follows by Slater’s theorem for
semidefinite programs (Theorem 1.18).

Alberti’s theorem

As the semidefinite program for the fidelity described above possesses the
property of strong duality, its dual optimum must be equal to the primal
optimum F(P, Q). The next theorem is a consequence of this observation.
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Theorem 3.19 Let X be a complex Euclidean space and let P,Q € Pos(X)
be positive semidefinite operators. It holds that

1

F(P,Q) = inf{2<P7 Y) + %<Q,Y—1> :Ye Pd(X)}. (3.115)

Proof Through the use of Lemma 3.18, one may verify that the operator

Y, -1
(% Y1> (3.116)

is positive semidefinite, for a given choice of Yp,Y; € Herm(X'), if and only
if both Yy and Y7 are positive definite and satisfy Y; > Y(fl. Because
is positive semidefinite, it holds that (Q, Y1) > <Q,Y071> provided Yy > 0
and Y7 > Y(fl, so the dual problem associated to the semidefinite program
(®, A, B) defined from P and @ as above is equivalent to a minimization of

%(P, Y) + %(Q,Y*) (3.117)

over all positive definite operators Y € Pd(X). As the optimum value of the
dual problem is equal to F(P, @), the theorem follows. O

Theorem 3.19 implies the following corollary, which states a fact known
as Alberti’s theorem.?

Corollary 3.20 (Alberti’s theorem) Let X be a complex Fuclidean space
and let P,Q € Pos(X) be positive semidefinite operators. It holds that

F(P,Q)? = nf{(P,Y}(Q,Y™!) : Y € Pd(X)}. (3.118)

Proof 1If either of P or @) is zero, the corollary is trivial, so it may be taken
as an assumption that neither P nor () is zero for the remainder of the proof.
The arithmetic-geometric mean inequality implies that

(PY)NQY ) < J(PY) + 5@y (3.119)
for every operator Y € Pd(X). By Theorem 3.19, one concludes that
inf{<P,Y><Q,Y*1> (Y € Pd(X)} <F(P,Q)>. (3.120)
On the other hand, for any choice of Y € Pd(X), it holds that

VPYYHQ. YY) = /(PaY)(Q. (aY) 1) (3.121)

3 One may also prove that Corollary 3.20 implies Theorem 3.19, so the two facts are in fact
equivalent.
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for every nonzero real number a € R. In particular, for

o= % (3.122)

which has been selected so that (P,aY) = (Q, (aY)~1), one has

JPYYHQ. YY) = J(PaY)(Q. (a¥)1)

1 1 (3.123)
=5 (P aY) + 5(Q, (@)™ > F(P,Q),
and therefore
inf {(P,Y)(Q,Y™!) : Y € Pd(X)} > F(P,Q)%, (3.124)
which completes the proof. O

It is possible to prove Theorem 3.19 directly, without making use of
semidefinite programming duality, as the following proof demonstrates.

Alternative proof of Theorem 3.19 The special case in which P = @ will
be considered first. In this case, one aims to prove

inf {%(Y, P+ %<Y-1,P> LY € Pd(X)} — T(P). (3.125)

As Y =1 is positive definite, it is evident that the infimum in (3.125) is at
most Tr(P), so it suffices to prove

1 1
§(Y7 P) + 5<Y*1, P) > Tr(P) (3.126)
for every choice of Y € Pd(X). As the operator
Y+Y! 1 1 _1\2
72 7]1:5(}/2 -Y 2) (3.127)

is the square of a Hermitian operator, it must be positive semidefinite, and
therefore
1
5<Y+Y—1,P> > (1, P) = Tr(P). (3.128)
This proves that equation (3.125) holds, and therefore proves the theorem
in the special case P = Q.
Next, one may consider the case in which P and @ are positive definite
operators. Let

R =\/VPQVP, (3.129)
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and define a mapping ® € CP(X) as
o(X) =R :VPXVPR 2 (3.130)
for every X € L(X). For any choice of Y € Pd(X), it holds that
(®(Y),R) = (Y,P) and (®(Y) ', R)=(Y"1Q), (3.131)

and therefore

Y,P)+ (¥ Q) _ inf (®(Y),R) +(®(Y)"", R)
YePd(X) 2 "~ YePd(x) 2 ’

(3.132)

Observing that, as Y ranges over all positive definite operators, so too does
®(Y), one has that

e PO

YePd(X) 2 =Tr(R) =F(P,Q) (3.133)

by the special case considered in the initial part of the proof.
Finally, in the most general case, the theorem follows from a continuity
argument. In greater detail, for every positive real number ¢ > 0, one has

1 1 1 1

SV P) + 5<Y*1, Q) <5V, Ptel)+ 5<Y*1, Q+el) (3.134)
for every choice of Y € Pd(X'). Taking the infimum over all positive definite
operators Y € Pd(X) yields the inequality

(Y,P) +{(Y~1,Q)

<F(P+¢l 1 1
yont 5 <F(P+¢el,Q+el), (3.135)

which holds by virtue of the fact that P + €1 and @ + 1 are necessarily
positive definite. As this inequality holds for all € > 0, it follows from the
continuity of the fidelity function that

(Y,P)y+ (Y 5 Q)

i < . .
Yelf%lf(x) 2 = F(P.Q) (3:136)

On the other hand, for each choice of Y € Pd(X), one has
1 1
5<Y,P+511>+§<Y*1,Q+511> >F(P+¢el,Q+e¢l) (3.137)
for all € > 0, and therefore the inequality

SV P)+ (Y LQ) 2 F(P.Q) (3.138)
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follows from the continuity of the expressions on both the left- and right-
hand sides of (3.137). This is so for all Y € Pd(X), and therefore

e (MRl
Y €Pd(X) 2

> F(P,Q), (3.139)
which completes the proof. O

Uhlmann’s theorem

Uhlmann’s theorem establishes a link between the fidelity function and the
notion of a purification of a state (or of a positive semidefinite operator
more generally), providing a characterization of the fidelity function that
finds many uses in the theory of quantum information. The lemma that
follows will be used to prove this theorem.

Lemma 3.21 Let A,B € L(Y,X) be operators, for complex Euclidean
spaces X and Y. It holds that

F(AA*, BB*) = ||A*B|, . (3.140)

Proof Using the polar decomposition of operators, one may write

0 A 0 B
(O O)—PU and <O 0>—QV, (3.141)

for positive semidefinite operators P, Q € Pos(X @) and unitary operators
U,V € UWX @ )). The following equations may be verified:

2 [AA* O o _(BB* 0
P = ( 0o o) Q= 0 0l (3.142)
and
y {0 0
U*PQV = (0 A*B) . (3.143)

By the isometric invariance of the trace norm, it follows that
F(AA*, BB*) = H VAA*\/BB*
1 (3.144)
=[IPQl, = v PV, = [|A"B],

as required. O

Theorem 3.22 (Uhlmann’s theorem) Let X' and Y be complex Fuclidean
spaces, let P,Q € Pos(X) be positive semidefinite operators having rank at
most dim(}), and let u € X ® Y satisfy Try(uu*) = P. It holds that

F(P,Q) = max{[(u,v)| : v€ X @Y, Try(vw*) = Q}. (3.145)
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Proof Let A € L(Y, X) be the operator for which u = vec(A), let w € XQY
be a vector satisfying @ = Try(ww*), and let B € L(Y, X') be the operator
for which w = vec(B). It follows by the unitary equivalence of purifications
(Theorem 2.12) that

max{|[(u,v)| : vEe X ®Y, Try(vw") = Q}
= max{|(u, (Ly ® U)w)| : U € UY)}

=max{|[(A,BUT)| : U e U(Y)} (3.146)
=max{[(U,A*B)| : U U(Y)}
= HA*BHI'
By Lemma 3.21, it holds that
HA*BH1 =F(AA*, BB*) = F(P,Q), (3.147)
which completes the proof. O

It will be convenient later in the chapter to make use of the following
corollary, which is essentially a rephrasing of Lemma 3.21.

Corollary 3.23 Let u,v € X ® Y be vectors, for complexr Euclidean spaces
X and Y. It holds that

F(Try (uu®), Try (vo*)) = || Tra (vu®) ||, (3.148)

Proof Let A,B € L(),X) be the operators for which v = vec(A4) and
v = vec(B). By Lemma 3.21, one has
F(Try (uu*), Try (vv*)) = F(AA*, BB¥)

3.149
— 4B, = (A4 BYT]|, = | Tex (o) (3149

as required. O

Bhattacharyya coefficient characterization

The last characterization of the fidelity function to be described in this
section is based on a quantity known as the Bhattacharyya coefficient. For
any alphabet ¥, and for vectors u,v € [O,oo)Z having nonnegative real
number entries, the Bhattacharyya coefficient B(u, v) is defined as

B(u,0) = 3 y/ula)/v(a). (3.150)
acex

The connection between the Bhattacharyya coefficient and the fidelity
function concerns the measurement statistics generated from pairs of states.
To explain this connection, the following notation is helpful: for positive
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semidefinite operators P,Q € Pos(X) and a measurement x : X — Pos(X),
one defines

B(P,Q|w) = Y /{ula), P)y/(u(a). Q). (3.151)
aEY
Equivalently,
B(P,Q | ) = B(u,v) (3.152)

for u,v € [0,00)> being the vectors defined as
u(a) = (u(a), P) and wv(a) = (u(a), Q) (3.153)
for each a € X.

Theorem 3.24 Let X be a complex Euclidean space, let 32 be an alphabet,
and let P,Q € Pos(X) be positive semidefinite operators. For every choice
of a measurement 1 : X — Pos(X), it holds that

F(P.Q) < B(P,Q| ). (3.154)

Moreover, if it holds that |X| > dim(X), then there exists a measurement
WX — Pos(X) for which equality holds in (3.154).

Proof Assume first that p : 3 — Pos(X) is an arbitrary measurement, and
let U € U(X) be a unitary operator satisfying

F(P,Q) = H\/F\/@Hl = (UVPVQ). (3.155)

By the triangle inequality followed by the Cauchy—Schwarz inequality, one
finds that

F(P,Q) = (UVPVQ) = > (UVPu(a)VQ)
acy

<y <\/@\/13U, \/@\/@N (3.156)

acx

<3 \{ula), PYy/(u(a), Q) = B(P,Q | ).

acx

Next, it will be proved, under the assumption || > dim(&X’), that there
exists a measurement p : ¥ — Pos(X) for which F(P,Q) = B(P, Q| ). It
suffices to prove that there is a measurement

w:A{l,...,n} — Pos(X) (3.157)
for which F(P, Q) = B(P, Q| p), for n = dim(X).
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Consider first the case in which P is invertible. Define
1
R=P73(VPQVP) P73, (3.158)
and assume

R=>" Me(R)uguj, (3.159)

is a spectral decomposition of R. One may verify that @ = RPR, from which
it follows that

= (3.160)
Me(R) (uil, P) = (R, P) = Tr( ﬁQﬁ) —F(P,Q).

1

The measurement p: {1,...,n} — Pos(X) defined by
p(k) = upuy, (3.161)

for each k € {1,...,n} therefore satisfies F(P,Q) = B(P,Q | 11).

Finally, the case in which » = rank(P) < n will be considered. Let
IT = I, (py denote the projection onto the image of P. By restricting one’s
attention to this subspace, the argument above may be seen to imply the
existence of an orthonormal basis {u1, ..., u,} for im(P) that satisfies

F(P,IIQII) = Z \/ (ugus, P \/ (ugus, TIQTT). (3.162)

Let {u1,...,u,} be any orthonormal basis of X obtained by completing the
orthonormal set {u1,...,ur}. As (upuj, P) =0 for k > r and

for k < r, it follows that
n
> \/<uku27 P)\/(“WZ, Q)
k=1

= 3"l PG, TIQI) = F(P,TIQM) = F(P, Q)
k=1

(3.164)

where the final equality holds by statement 4 of Proposition 3.12. Thus,
the measurement p : {1,...,n} — Pos(X) defined by (3.161) for each
ke {1,...,n}satisfies F(P, Q) = B(P,Q | ), which completes the proof. [
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3.2.3 Further properties of the fidelity function

Various properties of the fidelity function can be established by means of
the alternative characterizations presented in Section 3.2.2.

Joint concavity and monotonicity under the action of channels

The next theorem will be proved using the block operator characterization
of the fidelity function (Theorem 3.17). As a corollary of this theorem, one
finds that the fidelity function is jointly concave in its arguments.

Theorem 3.25 Let Py, Pi, Qo, Q1 € Pos(X) be positive semidefinite
operators, for X being a complex Fuclidean space. It holds that

F(Py + P1,Qo + Q1) > F(Py, Qo) + F(P1,Q1). (3.165)

Proof By Theorem 3.17 (together with the remark that follows it), one may
choose operators Xo, X1 € L(X) such that the block operators

Py Xo P X,
and 3.166
(XS Qo> (Xi‘ Q1> (3.166)

are both positive semidefinite, and such that
Tr(Xo) = F(Py, Qo) and Tr(Xy) =F(P,Q1). (3.167)

The sum of two positive semidefinite operators is positive semidefinite, and
therefore

(v ota) (& ) (G a)  ow

is positive semidefinite. Applying Theorem 3.17 again, one finds that
F(Po + P1,Qo + Q1) > |Tr(Xo + X1)| = F(P, Qo) + F(P1,Q1), (3.169)
as required. O

Corollary 3.26 (Joint concavity of fidelity) Let X' be a complex Euclidean
space, let po, p1,00,01 € D(X) be density operators, and let A € [0,1]. It
holds that

F(Apo + (1 = A)p1, Aag + (1 — A1)

> AF(po,00) + (1 — X) F(pr, o). (8.170)
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Proof By Theorem 3.25, together with statement 3 of Proposition 3.12, it
holds that

F(Apo + (1 = N)p1, Aog + (1 — N)o1)
> F(Apo, Aoo) +F((1 = A)p1, (1 = A)o1) (3.171)
= )‘F(p0700) + (1 - /\) F(plval)v

as claimed. O

The joint concavity of the fidelity function implies that the fidelity function
is concave in each of its arguments individually:

F(Apo + (1 — AN)p1,0) > AF(po,0) + (1 = N) F(p1,0) (3.172)

for all pg, p1,0 € D(X) and A € [0, 1], and similar for concavity in the second
argument rather than the first.

The monotonicity of the fidelity function under the action of channels
is another fundamental property that may be established using the block
operator characterization.

Theorem 3.27 Let X and Y be complex Euclidean spaces, let ® € C(X,Y)
be a channel, and let P,Q € Pos(X) be positive semidefinite operators. It
holds that

F(P,Q) < F(2(P), ®(Q)). (3.173)

Proof By Theorem 3.17, one may choose X € L(X) so that

P X
(X* Q) (3.174)

is positive semidefinite and satisfies |Tr(X)| = F(P,Q). By the complete
positivity of ®, the block operator

a(P) (X)) _(B(P) B(X)
<<I><X*> @(Q)>_<<I>(X)* <I>(Q)) (3.175)

is positive semidefinite as well. Invoking Theorem 3.17 again, and using the
fact that @ is trace preserving, it follows that

F(®(P), $(Q)) > [T(@(X))| = |Tx(X)| = F(P,Q), (3.176)

as required. O
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Fidelity between extensions of operators

Suppose, for a given choice of complex Euclidean spaces X and ), that
Py, Py € Pos(X) and Qg € Pos(X ® V) are positive semidefinite operators
such that Qo extends Py, meaning that Try(Qo) = Fy. For every positive
semidefinite operator Q1 € Pos(X ® Y) satisfying Try(Q1) = Pi, it follows
from Theorem 3.27 that

F(Qo, Q1) < F(Try(Qo), Try(Q1)) = F(Fo, P1). (3.177)

It is natural, in some situations, to consider the maximum value that the
fidelity F(Qo, Q1) may take, over all choices of an operator Q1 € Pos(X ®Y)
extending P;. As the following theorem establishes, this maximum value is
necessarily equal to F(Py, P1), irrespective of the choice of Q.

Theorem 3.28 Let Py, Py € Pos(X) and Qp € Pos(X ® )) be positive
semidefinite operators, for X and Y complexr Fuclidean spaces, and assume
that Try(Qo) = FPo. It holds that

maX{F(Qo,Ql) Q1 € POb(X ®JJ), TI‘y(Ql) = Pl} = F(Po,Pl). (3178)

Proof Let Z be a complex Euclidean space with dim(Z) = dim(X ® V),
and choose any vector ug € X ® Y ® Z satisfying

Trg(Uou();) = Qo. (3.179)
As Qo is an extension of Py, it follows that
Tryez(uouy) = Fo. (3.180)

By Uhlmann’s theorem (Theorem 3.22), there exists a vector u1 € X @Y R®Z
so that

Try®z(u1u*1‘) = pl and |<’LLO, U1>| = F(P()7 Pl). (3.181)
By setting
Q1= Trz(uuj) (3.182)

and applying Theorem 3.27 (for the channel being the partial trace over Z),
one has

F(Qo, Q1) = F(Trz(uoug), Trz(uiul))

3.183
> Fluoulywf) = |(wp,w)| = F(Po, ). 1)

This demonstrates that the maximum in (3.178) is at least F(FPy, P1). The
maximum is at most F(Py, P1) by (3.177), and so the proof is complete. [
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A sum-of-squares relationship for fidelity

The next theorem states a useful fact relating the fidelity between two fixed
states and the sum of the squared-fidelities between these two states and a
third.

Theorem 3.29 Let py, p1 € D(X) be density operators, for X a complex
Fuclidean space. It holds that

F 24+ F 2)=1+F ) 184
Jre%aé)( (po,0)* + (pwf)) +F(po, 1) (3.184)

Proof The proof will make use of the fact that, for any two unit vectors ug
and u1, chosen from an arbitrary complex Euclidean space, there is a simple
closed-form expression for the largest eigenvalue of the sum of the rank-one
projections corresponding to these vectors:

A1 (wouy + wiul) = 14 [(uo, ur)l. (3.185)

There are two steps of the proof, both of which combine the expression
(3.185) with Uhlmann’s theorem (Theorem 3.22).

The first step proves the existence of a density operator o € D(X) such
that

F(po,0)* + F(p1,0)* > 14 F(po, p1). (3.186)

Let ) be any complex Euclidean space such that dim()) = dim(&X’), and let
ug,u; € X ® Y be vectors satisfying the following equations:

Try (uoug) = po,
Try(uiuy) = p1, (3.187)
[(uo, u1)| = F(po, p1)-

The fact that there exists such a choice of vectors follows from Uhlmann’s
theorem. Let v € & ® ) be a unit eigenvector of the operator upug§ + uiuj
that corresponds to its largest eigenvalue, so that

v* (upufy + urui)v =1+ [(ug, u1)l, (3.188)
and let
o = Try(vv*). (3.189)

Using Uhlmann’s theorem again, one has

F(po, o) = [{uo,v)| and  F(p1,0) = [(u1,v)], (3.190)
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so that
F(po,0)* + F(p1,0)* > v* (ugug + wui)v (3.191)
=1+ [(uo, u1)| = 1+ F(po, p1), '
which proves the required inequality.
The second step of the proof is to establish that the inequality
F(po,0)* + F(p1,0)* <1+ F(po, p1) (3.192)

holds for every o € D(X). Again, let ) be a complex Euclidean space with
dim(Y) = dim(X), let o € D(X) be chosen arbitrarily, and choose v € X @Y
to be any unit vector satisfying

o = Try(vv*). (3.193)
Also let ug,u1 € X ® Y be unit vectors satisfying the following equations:
Try (uoug) = po,
Try(uiuy) = p1,
‘<U(),’U>| = F(p(), 0)7
[(u1,v)| =F(p1,0).

As in the first step of the proof, the existence of such vectors is implied by
Uhlmann’s theorem. As v is a unit vector, it holds that

(3.194)

v (woug + urud)v < Ap(uouy + uiuy)

3.195
=1+ [(ug,w1)| <1+ F(po, p1), ( )

where the last inequality is, once again, implied by Uhlmann’s theorem.
Therefore, one has

F(po,0)* + F(p1,0)% = v*(uou + urui)v < 14 F(po, p1), (3.196)

as required. O

Fidelity between inputs and outputs of completely positive maps

With respect to the storage and transmission of quantum information, the
identity map represents an ideal quantum channel, as this channel causes
no disturbance to the quantum states it acts upon. For this reason, it may
be desirable to measure the similarity between a given channel of the form
® € C(X) and the identity channel 1, in some settings.

One setting in which such a comparison is made arises in connection
with quantum source coding (to be discussed in Section 5.3.2). Here, one
is interested in the fidelity between the input and output states of a given
channel ® € C(X), under the assumption that the channel acts on a state
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o € D(X ® V) that extends a known fixed state p € D(X). The mapping
fidelity, which is specified by the following definition, is representative of this
situation when o is taken as a purification of the state p.

Definition 3.30 Let X be a complex Euclidean space, let & € CP(X) be
a completely positive map, and let P € Pos(X) be a positive semidefinite
operator. The mapping fidelity of ® with respect to P is defined as

F(®,P) = F(uu*, (® @ Lpx)) (vu*)) (3.197)
for u = vec(ﬁ).

The mapping fidelity is also called the channel fidelity when ® is a channel
and P = pis a density operator. (It is also commonly called the entanglement
fidelity in this case, although that terminology will not be used in this book.)
An explicit formula for the mapping fidelity F(®, P), from any Kraus
representation of the mapping @, is given by the following proposition.

Proposition 3.31 Let {4, : a € £} C L(X) be a collection of operators,
for X a complex Fuclidean space and ¥ an alphabet, and let ® € CP(X) be
the completely positive map defined as

D(X) =D AXA; (3.198)

a€X

for all X € L(X). For every operator P € Pos(X), it holds that

F(@,P) = |S|(P, Al (3.199)
A

Proof Using Proposition 3.13, one may evaluate the expression (3.197) to

obtain
F(@,P)= [Y [vec(VP)"(Aq @ 1) Vec(\/]ij)|2
o> . . (3.200)
= |2 IVPANVP) = 3 [P AL,
a€Xx aex
as required. O

As the next proposition implies, the purification u = vec(\/ﬁ) taken in the
definition of the mapping fidelity is representative of a worst case scenario.
That is, for an arbitrary state o € D(X ® V) that extends a known fixed
state p € D(X), the fidelity F(o, (2 ® 11y)(c)) can be no smaller than the
mapping fidelity F(®, p).
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Proposition 3.32 Let ® € CP(X) be a completely positive map and let
P € Pos(X) be a positive semidefinite operator, for X a complex Euclidean
space. Suppose further that u € X @ Y is a vector satisfying Try(uu*) = P
and @ € Pos(X ® Z) is an operator satisfying Trz(Q) = P, for complex
Fuclidean spaces Y and Z. It holds that

F(Q, (® @ 1yz)(Q)) 2 Fluu®, (® @ L)) (uu’)). (3.201)
Proof By Proposition 2.29, there must exist a channel ¥ € C(), Z) such
that

(Lo @ O) (un*) = Q. (3.202)

By Theorem 3.27, one has

F(uu®, (® @ 11yy) (uu*))

<F((Low ® P)(uu®), (@ @ U)(uu*)) (3.203)
=F(Q,(2®1.)(Q)),
which completes the proof. O

It is also evident from this proposition that taking any other purification of
P in place of u = vec(\/ﬁ) in Definition 3.30 would yield precisely the same
value.

Fuchs—van de Graaf inequalities
The final property of the fidelity function to be established in this section
concerns its connection to the trace distance between quantum states. This
is an important relationship, as it allows for an approximate conversion
between the more operationally motivated trace distance and the often more
analytically robust fidelity function evaluated on a given pair of states.

Theorem 3.33 (Fuchs—van de Graaf inequalities) Let X be a complex
Euclidean space and let p,o € D(X) be density operators. It holds that

| ]
L=5llp=oll, < Flp,0) < 1—Z||p—o||f. (3.204)
2 2F(p,0) < | p— 0|, <2/1- F(p,0)2. (3.205)

Proof The proof will establish the two inequalities in (3.205) separately,
beginning with the first. By Theorem 3.24, there exists an alphabet ¥ and
a measurement u : % — Pos(X) such that

F(p,o) =B(p,o|p). (3.206)

Equivalently,
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Fix such a measurement, and define probability vectors p,q € P(X) as

pla) = (u(a),p) and q(a) = (u(a),0) (3.207)

for each a € X3, so that B(p, ¢) = F(p, o). By Proposition 3.5, together with
the observation that

(Va—+v/B)* <la— gl (3.208)

for every choice of nonnegative real numbers «, 8 > 0, it follows that

lo=cl, = llp—al, =>_Ip(a) — q(a)]

<, (3.209)
> Y (Vo) - @) ) =2 2B(p0) =2~ 2E(p,0).

acx

The first inequality in (3.205) is therefore proved.

Next, the second inequality in (3.205) will be proved. Let ) be a complex
Euclidean space with dim()) = dim(X). It follows by Uhlmann’s theorem
(Theorem 3.22) that there exists a choice of unit vectors u,v € X ® Y
satisfying the equations

Try(uu*) = p, Try(vv*) =0, and |[(u,v)] =F(p, o). (3.210)

By the identity (1.186), it holds that

luw = vv* ||, = 20/1 — [{u, 0)[2 = 2,/1 — F(p,0)2. (3.211)

Consequently, by the monotonicity of the trace norm under partial tracing
(1.183), one has

|p— o], < [|uw” —vo*||, = 2¢/1 = F(p,0)2 (3.212)

The second inequality in (3.205) has been established, which completes the
proof. O

The use of the Bhattacharyya coefficient characterization of the fidelity
(Theorem 3.24) in the above proof may be substituted by the following
operator norm inequality, which is a useful inequality in its own right.

Lemma 3.34 Let X be a complex Euclidean space and let Py, P; € Pos(X)
be positive semidefinite operators. It holds that

|Po - Pil|, > H\/Fr \/EHE (3.213)
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Proof Let

VP~ VPi=Qo - Q1 (3.214)

for Qo, @1 € Pos(X), be the Jordan—-Hahn decomposition of Py — /P,
and let ITy and II; be the projections onto im(Qg) and im(Q1), respectively.
The operator Il — II; has spectral norm at most 1, and therefore

||P0—P1H1 > (Il — Iy, Py — P). (3.215)
Through the use of the operator identity

A? - B*=_(A-B)(A+B)+-(A+ B)(A- B), (3.216)

1 1
2 2

one finds that
(Mo — 11y, Py — P1)
- o (- A+ )
M (VP ) )
= S T((Qo+ Q) (VR + V)
+ %ﬂ<<\/ﬁo+ \/171)(620 + Ql))
= <Q0 + Q1 VPR + \/Fl>

Finally, as Qo, Q1, v FPo, and /P, are positive semidefinite, one has

<Q0+Q17\/1?0+\/F1>
> (Qo- @uv/Bs - VB = | VB - Vi

which completes the proof. O

(3.217)

) (3.218)
27

Alternative proof of Theorem 3.33 For the first inequality in (3.205), one
has

PR -
=2-2Tr(Vpvo) > 2-2F(p,0)

(3.219)

by Lemma 3.34. The second inequality in (3.205) is proved as before. O
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3.3 Channel distances and discrimination

The trace norm induces a notion of distance between quantum states that
is closely related to the task of state discrimination, as established by the
Holevo-Helstrom theorem (Theorem 3.4). The present section discusses an
analogous notion of distance for channels, induced by a norm known as the
completely bounded trace norm, along with a similar connection to the task
of channel discrimination.

3.3.1 Channel discrimination

The task of discriminating between pairs of channels is represented by the
scenario that follows.

Scenario 3.35 Let X and Y be registers, and let Z be a register having
classical state set {0, 1}. The register Z is to be viewed as a classical register,
while X and Y are arbitrary. Also &g, ®; € C(X,)) be channels and let
A € [0,1] be a real number. The channels ®y and @1, as well as the number
A, are assumed to be known to both Alice and Bob.

Alice prepares the register Z in a probabilistic state, so that its state is 0
with probability A and 1 with probability 1 — A. Alice receives the register
X from Bob, and conditioned on the classical state of Z, Alice performs one
of two actions:

1. If Z = 0, Alice transforms X into Y according to the action of ®.
2. If Z =1, Alice transforms X into Y according to the action of ®;.

The register Y is then given to Bob.
Bob’s goal is to determine the classical state of Z, through an interaction
with Alice, as just described.

One approach Bob may choose to take in this scenario is to select a state
o € D(X) that maximizes the quantity

[Aoo = (1= Npr |, » (3.220)

for pg = ®g(0) and p; = P®1(0). If he prepares the register X in the state
o and gives it to Alice, he will get back Y in either of the states pg or p1,
and can then measure Y using an optimal measurement for discriminating
po and p; given with probabilities A and 1 — A, respectively.

This, however, is not the most general approach. More generally, Bob may
make use of an auziliary register W in the following way. First, he prepares
the pair of registers (X, W) in some chosen state ¢ € D(X ® W), and then
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he allows Alice to transform X into Y according to ®g or ®;. This results in
the pair (Y, W) being in one of the two states

po = (Po @ Lomy) (o) and p1 = (P1 @ L) (o), (3.221)

with probabilities A and 1 — A, respectively. Finally, he measures the pair
(Y, W) in order to discriminate these two states. This more general approach
can, in some cases, result in a striking improvement in the probability to
correctly discriminate ®g and ®;, as the following example illustrates.

Example 3.36 Let n > 2, let & be an alphabet with |X| = n, and let X be
a register having classical state set X. Define two channels ®g, ®; € C(X)
as follows:

1

@0(X) = — (TrX)1 +X7),

(3.222)

@1(X) = ——((Tr X)1 - X7),
n—1
for all X € L(X).

The maps ¢y and Py, which are sometimes called the Werner—Holevo
channels, are indeed channels. These maps are evidently trace preserving,
and the fact that they are completely positive follows from a calculation of
their Choi representations:

1o1+W 1ol-W
J(®0) =~ and J(®) = S

where W € L(X ® X) is the swap operator, which satisfies W (u®v) = v®u
for every u,v € X. As W is unitary and Hermitian, the operators J(®g) and

.22
L (3.223)

J(®1) are both positive semidefinite.
Now, consider the channels ®y and @1, along with the scalar value

A= ”221, (3.224)
in Scenario 3.35. It holds that
ABo(X) — (1= A)ds(X) = %XT (3.225)
for every X € L(X), and therefore
[A®ofo) — (1 = N)(o)]], =+ (3.226)

for every choice of a density operator o € D(X). This quantity is relatively
small when n is large, which is consistent with the observation that ®¢ (o)
and @1 (o) are both close to the completely mixed state for any choice of an
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input o € D(X). If Bob prepares X in some state o, and elects not to use an
auxiliary register W, his probability to correctly identify the classical state

of Z is therefore at most
1 1
2 o
On the other hand, if Bob makes use of an auxiliary register, the situation
is quite different. In particular, suppose that W is a register sharing the same
classical state set ¥ as X, and suppose that Bob prepares the pair (X, W) in

the state 7 € D(X ® W) defined as

(3.227)

1
T==Y Eup® Eay. (3.228)
n
a,bex

The actions of the channels &y and ®; on this state are as follows:

114+ W
(o ® Lowm) (1) = Tien
Lot (3.229)
® —
(P1@ Liow)) (1) = I

These are orthogonal density operators, following from the calculation
A@T+W1@l-W)=Tr(1el+W -W -W?)=0.  (3.230)

It is therefore the case that the states (®o ® L)) (7) and (@1 @ Ly ) (1)
can be discriminated without error: for every A € [0, 1], one has

AP0 @ L) (1) = (1= A) (@1 @ Tyom)) (7)]], = 1. (3.231)

By making use of an auxiliary register W in this way, Bob can therefore
correctly discriminate the channels ¢y and ®; without error.

This example makes clear that auxiliary registers must be taken into
account when considering the optimal probability with which channels can
be discriminated.

3.3.2 The completely bounded trace norm

This section defines a norm on the space of mappings T(X,Y), for complex
Fuclidean spaces X and ), known as the completely bounded trace norm,
and establishes some of its properties. The precise connection between this
norm and the task of channel discrimination will be explained in the section
following this one, but it will be evident from its definition that this norm is
motivated in part by the discussion from the previous section stressing the
importance of auxiliary registers in the task of channel discrimination.
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The induced trace norm

When introducing the completely bounded trace norm, it is appropriate to
begin with the definition of a related norm known as the induced trace norm.

Definition 3.37 Let X and ) be complex Euclidean spaces. The induced
trace norm of a map ® € T(X,)) is defined as

@[]y = max{[[®(X)[l - X € L(X), [ X[l <1} (3.232)

True to its name, this norm is an example of an induced norm; in general,
one may consider the norm obtained by replacing the two trace norms in this
definition with any other choices of norms defined on L(X’) and L(Y). The
use of the maximum, rather than the supremum, is justified in this context
by the observation that the norm defined on L(}Y) is continuous and the unit
ball with respect to the norm defined on L(X) is compact.

Generally speaking, the induced trace norm fails to provide a physically
well-motivated measure of distance between channels. It will, nevertheless,
be useful to consider some basic properties of this norm, for many of these
properties will be inherited by the completely bounded trace norm, to be
defined shortly.

The first property of the induced trace norm to be observed is that the
maximum in Definition 3.37 is always achieved by a rank-one operator X.

Proposition 3.38 Let ® € T(X,)Y) be a map, for complex Euclidean
spaces X and Y. It holds that

(@1 = uyiggfx)!@(uv My (3.233)

Proof Every operator in X € L(X) satisfying || X ||; <1 can be written as
a convex combination of operators of the form wv*, for u,v € S(X) being
unit vectors. The equation (3.233) follows from the fact that the trace norm
is a convex function. O

Under the additional assumption that the mapping under consideration
is positive, one has that the maximum in Definition 3.37 is achieved by a
rank-one projection, as the following theorem states.

Theorem 3.39 (Russo-Dye) Let X and Y be complex Euclidean spaces
and let ® € T(X,)) be a positive map. It holds that

@[ = D Tr(®(uu*)). (3.234)
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Proof Using the duality of the trace and spectral norms, along with the
identity (1.182), one finds that

@[ = Urengéj)H@ (O (3.235)

Consider an arbitrary unitary operator U € U(Y), and let
m
U=> Nl (3.236)
k=1

be the spectral decomposition of U. As ® is positive, it holds that ®* is also
positive (by Proposition 2.18), and therefore

O*(I1) € Pos(X) (3.237)
for each index k € {1,...,m}. By Lemma 3.3, along with the observation
that the eigenvalues A1, ..., A, all lie on the unit circle, it follows that

m m
[ W) = || >_ M@ (W) || < || > @ ()| = [|2*(Ly) [ (3.238)
k=1 k=1

Consequently, as 1y is itself a unitary operator, one has
@]l = [[@*(1y)]- (3.239)
Finally, as ®*(1y) is necessarily positive semidefinite, it follows that

o*(1 = 0 (1y)) = Tr (P (uu” 3.240
[2*(@y)] = max (uu’, @"(Ly)) = max Tr(@(uu"),  (3.240)

which completes the proof. O

Corollary 3.40 Let ® € T(X,)) be a positive and trace-preserving map,
for complex Euclidean spaces X and Y. It holds that | ®|; = 1.

Remark Observe that the previous corollary establishes that the trace norm
is monotonically decreasing not only under the action of all channels, but
under the action of trace-preserving positive maps more generally:

[e(X)[l < [[ X2 (3.241)

for all X € L(X) and all positive, trace-preserving maps ® € T(X,)).
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The next proposition establishes three basic properties of the induced
trace norm: submultiplicativity under compositions, additivity of channel
differences under compositions, and unitary invariance.

Proposition 3.41 For every choice of complex Euclidean spaces X, Y,
and Z, the following facts regarding the induced trace norm hold:

1. For all maps ® € T(X,Y) and ¥ € T(Y, Z), it holds that
[P < [y ][®]1. (3.242)
2. For all channels @y, Vg € C(X,)) and &1,V € C(Y, Z), it holds that
w190 — 1P|, <[P0 — Do, + || 1 — P, (3.243)

3. Let ® € T(X,)Y) be a map, let Uy, Vo € U(X) and U1, Vi € U(Y) be
unitary operators, and let ¥ € T(X,Y) be defined as

U(X) = h@(UoXVo)Vi (3.244)
for all X € L(X). It holds that || ¥} = || ®]1.

Proof To prove the first fact, one may observe that ||U(Y)||1 < [|¥]1]|Y |1
for every Y € L()), and therefore

@), < [l e, (3.245)

for every X € L(X). Taking the maximum over all X € L(X) with || X ||; <1
yields the inequality (3.242).

To prove the second fact, one may apply the triangle inequality, the
inequality (3.242), and Corollary 3.40, to obtain

[ @10 — 1@ || < [[ 2100 — Ty Dol|, + || T1 Dy — @1 D
= [[w1(Wo = @o)|, + [|(¥1 — 1) Pol], (3.246)
< 1w fly [ Wo = @of, + (|1 — @], [ @0,
= H\I/o — <I>0H1 + H\I/1 — <I>1H1.

ly

Finally, by the unitary invariance of the trace norm, it follows that

< @[l [GoXxVoll, = [, [,
for all X € L(X), and therefore ||¥||; < ||®|;. By observing that
(X)) = UT WU X VPV (3.248)

for all X € L(X), one finds that ||®||; < | ¥|; through a similar argument,
which proves the third fact. O
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One undesirable property of the induced trace norm is that it fails to
be multiplicative with respect to tensor products, as the following example
(which is closely related to Example 3.36) illustrates.

Example 3.42 Let n > 2, let ¥ be an alphabet with S| = n, let X = C¥,
and consider the transpose map T € T(X), defined as T(X) = X for all
X € L(X). It is evident that || T||; = 1, as || X||1 = || X" ||1 for every operator
X € L(X), and it holds that |[ Ly |1 = 1. On the other hand, one has

IT® L, = n. (3.249)
To verify this claim, one may first consider the density operator
1
T==Y Eup®FE., DX ®X), (3.250)
7 bes

which has trace norm equal to 1. It holds that
1
T @ L) ()], = W], =n (3.251)
for W € U(X ® X) denoting the swap operator, and therefore
IT® Lo, = ne (3.252)

To prove that | T ® Ly |1 is no larger than n, one may first observe that
the relationship (1.169) between the trace and Frobenius norms implies

H (T ® ]lL(X))(X) H1 = nH (T ® ]lL(X))(X) H2 (3'253)

for every operator X € L(X ® X). As the entries of the operators X and
(T®1yy)(X) are equal, up to being shuffled by the transposition mapping,
one has that

”(T®ILL(X))(X)”2 = HXHQ (3.254)
Finally, by (1.168) it holds that || X |2 < || X |1, from which it follows that

Definition of the completely bounded trace norm

The completely bounded trace norm is defined below. In words, its value for
a given map is simply the induced trace norm of that map tensored with
the identity map on the same input space as the mapping itself.

Definition 3.43 For any choice of complex Euclidean spaces X and Y,
the completely bounded trace norm of a mapping ® € T(X,)) is defined as

el = H¢)®1L(2{)||1~ (3.256)
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As the discussion in Section 3.3.1 has suggested, this is the more relevant
norm, when compared with the induced trace norm, within the context of
the channel discrimination task. In essence, the completely bounded trace
norm quantifies the effect that a map may have when it acts on just one
tensor factor of a tensor product space (or, in more physical terms, just one
part of a compound system), as opposed to the action of that map on its
input space alone. As it turns out, this definition not only yields a norm that
is more relevant to the channel discrimination task, but also one possessing
many interesting and desirable properties (including multiplicativity with
respect to tensor products).

The specific choice to take the identity mapping on L(X), as opposed to
L(Y), or L(Z) for some other complex Euclidean space Z, is explained in
greater detail below. In simple terms, the space X is sufficiently large, and
just large enough in the worst case, that the value (3.256) does not change if
the identity mapping on L(X) is replaced by the identity mapping on L(Z),
for any complex Euclidean space Z having dimension at least as large as the
dimension of X.

Basic properties of the completely bounded trace norm

The proposition that follows, which is immediate from Proposition 3.38,
Corollary 3.40, and the third statement of Proposition 3.41, summarizes a
few basic properties that the completely bounded trace norm inherits from
the induced trace norm.

Proposition 3.44 The following facts regarding the completely bounded
trace norm hold, for every choice of complex Fuclidean spaces X and Y :

1. For all maps ® € T(X,)), it holds that

|||(P|H1 = maX{H CI) ® ]lL(X)) uv™ ||1

L ES(X® X)}‘ (3.257)

2. For all channels ® € C(X,Y), it holds that ||| @] = 1.

3. Let ® € T(X,Y) be a map, let Uy, Vy € U(X) and Uy, Vi € U(Y) be
unitary operators, and let W € T(X,)) be defined as

U(X) = U, d(Up X Vo)Vi (3.258)
for all X € L(X). It holds that |||T||lx = |||®|||:-

The next lemma will allow further properties of the completely bounded
trace norm to be established.
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Lemma 3.45 Let ® € T(X,Y) be a map, for complex Euclidean spaces X
and Y. For every choice of a complex Fuclidean space Z and unit vectors
z,y € X ® Z, there exist unit vectors u,v € X ® X such that the following
equalities hold:

” (E'@]IL(Z xy ”1 H ¢®]1L(X) uv”* H1’

(3.259)
(@@ 1Lyz))(zz* (@ @ Lycay)(un®)||

)My = .
Proof In the case that dim(Z) < dim(X’), the lemma is straightforward:
for any choice of an isometry U € U(Z, X), the vectors u = (1x ® U)x and
v = (1x ® U)y satisfy the required conditions.

If dim(Z) > dim(X’), one may consider Schmidt decompositions

n n
m:Z\/]Tkmk(X)zk and y:Z\/ngyk®wk (3.260)
k=1 k=1

of z and y, for n = dim(X’), from which a suitable choice for the vectors u
and v is given by

n n
u = Z\/p;gxk(@mk and v = Z\/qTCykG@yk. (3.261)
k=1 k=1

For linear isometries U,V € U(X, Z) defined as
U=z and V=> wy, (3.262)
k=1 k=1
it holds that x = (1xy ® U)u and y = (1x ® V)v, and therefore
[(@ @ Tpz)(zy™) |, = (@ @ Toz) (1 @ D)ww* (T & V)|
= [[(1QU)P @ L) (wv™) (1 @ V)|, (3.263)
= [(2 @ Lpw) (W),

and
[(@ @ Trz)(zz") ||, = (2 @ Lyz) (T @ U)uu* (1@ U")) ||,
= [1R@U)(® @) (wu*) (LU,  (3.264)
= [[(® ® Tyay) (wa) ||,
as required. O

With Lemma 3.45 in hand, the following theorem may be proved. The
theorem implies a claim that was made earlier: the identity map on L(X) in
Definition 3.43 can be replaced by the identity map on L(Z), for any space
Z having dimension at least that of X', without changing the value of the
norm.
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Theorem 3.46 Let X and Y be complex Euclidean spaces, let ® € T(X,))
be a map, and let Z be a complex Euclidean space. It holds that

HCD@ILL(Z)Hl < |||<I>H‘1v (3'265)
with equality holding under the assumption that dim(Z) > dim(X).
Proof By Proposition 3.38, there exist unit vectors z,y € X ® Z such that
186 Lo, = (@ & Lui) @), (3.266)
Therefore, by Lemma 3.45, there exist unit vectors u,v € X @ X such that
[0 Lusl, = (@ @ Luow) (@), (3.267)
which implies
1@ Teezlly < Ml (3.268)

Under the assumption that dim(Z) > dim(X), there exists an isometry
V € U(X, Z). For every operator X € L(X ® X) with || X|; < 1, the
isometric invariance of the trace norm implies

(@@ L) (X)), = [[(Ly @ V)(2 ® L)) (X)(Iy @ V)|,
=[[(@@1L.e)(1xr @ V)X([1x @ V)|,
<@ @ Lugl, [|(Axr @ V)X(Tx @ V)*|,  (3.269)
=[2® Lz, 1 XIh
<[[e® Lzl

It therefore holds that
el < ([ ® Lusl, (3:270)
which completes the proof. O

Corollary 3.47 Let X, YV, and Z be complex Fuclidean spaces and let
® € T(X,Y) be a map. It holds that

1® @ Ll = l1@fh- (3.271)

By means of Theorem 3.46, one may prove that the completely bounded
trace norm possesses properties analogous to ones established for the induced
trace norm by statements 1 and 2 of Proposition 3.41.
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Proposition 3.48 For every choice of complexr Euclidean spaces X, ),
and Z, the following facts regarding the completely bounded trace norm
hold:

1. For all maps ® € T(X,Y) and ¥ € T(Y, Z), it holds that
Il < [l [P (3:272)
2. For all channels ®g, Vg € C(X,)) and &1,¥; € C(Y, Z), it holds that

llwnwy — @10, < 1w - @, + e - @l (3273)
Proof By Proposition 3.41, one concludes that
L[l = [T @ Luiw ||, < [ ¥ @ Lo [l @ © Teeo [y (3.274)
and
[191%0 — @1®o]|, = [[#1%0 @ iia) — P1Po @ i || (3.275)
< [ Wo @ Trgwy = Po @ iy [y + |1 @ Trgwry = P2 @ Do |-
The proposition follows by Theorem 3.46. O

The fact that the completely bounded trace norm is multiplicative with
respect to tensor products may also be proved.

Theorem 3.49 Let ®¢ € T(Xo, o) and &1 € T(X1, V1) be maps, for X,
X1, Yo, and Y1 being complex Euclidean spaces. It holds that
I @ @, = (1ol |94l (3.276)
Proof By Proposition 3.48 and Corollary 3.47, it follows that
@0 @ @1||, = [||(Po @ Lriy,)) (Lriy) @ P1)]|[,
< |[1®0 @ Loy Il [[Trcre @ Pallly, = ll[@oll]; [l l];-
It remains to prove the reverse inequality.
First, choose operators X € L(AXp ® &p) and X; € L(X; ® &)) such that
| Xo]l1 =1 and || X1 |l = 1, and such that these equalities hold:
[1o[[l; = [1(®o & Triay) (Xo) ] »
@afll; = [[(®1 @ Draey)) (XD -

As the trace norm is multiplicative with respect to tensor products, it follows
that HXO ® X1 H1 =1.
Next, observe that
[[[@0 ® ®1l], = ([P0 ® 1 ® Liixgeny ||,
= [P0 @ Liiag) @ P1 ® Licay |-

(3.277)

(3.278)

(3.279)
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The second equality follows from the unitary invariance of the induced trace
norm (the third statement of Proposition 3.41), which implies that this norm
is invariant under permuting the ordering of tensor factors of maps. Again
using the multiplicativity of the trace norm with respect to tensor products,
it follows that

[1@0 @ @1l]; > [[(Po ® Lpap) ® P1 @ D) (Xo @ X1)|],
= [[ (20 @ L)) (X0) || [ (P2 ® o)) (X1) ||, (3.280)
= [lIolll, [ll]ll; »
which completes the proof. O

3.3.3 Distances between channels

This section explains the connection between the completely bounded trace
norm and the task of channel discrimination that was alluded to above, and
discusses other aspects of the notion of distance between channels induced
by the completely bounded trace norm.

The completely bounded trace norm of Hermitian-preserving maps
For a given map ® € T(X,)), one has that
@l = [[(® @ Leew) (uo) (3.281)
for some choice of unit vectors u,v € X ® X'. The stronger condition that
Nl = [[(2 ® Logw) (wu)|] (3.282)

for a single unit vector u € X ® X does not generally hold; without any
restrictions on @, this could not reasonably be expected.

When the map ® is Hermitian preserving, however, there will always exist
a unit vector u € X ® X for which (3.282) holds. This fact is stated as
Theorem 3.51 below, whose proof makes use of the following lemma.

Lemma 3.50 Let X and Y be complex Fuclidean spaces, let ® € T(X,Y)
be a Hermitian-preserving map, and let Z be any complex FEuclidean space
with dim(Z) > 2. There exists a unit vector u € X @ Z such that

[(® @ Liz)) (wu®)]], > [|@],- (3.283)

Proof Let X € L(X) be an operator for which it holds that || X ||; = 1 and
|2(X)|l1 = ||®||1- Let 20,21 € Z be any two orthogonal unit vectors, define
a Hermitian operator H € Herm(X ® Z) as

1 1
H= §X ® 2027 + §X* ® 2175, (3.284)
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and observe that ||H||; = || X||1 = 1. Moreover, one has

1 1
(P ®1uz)(H) = 5‘1’(X) ® 2021 + §<I>(X*) ® 2124
1

1
= §®(X) ® zp2] + §<I>(X)* ® 212,

where the second equality follows from Theorem 2.25, together with the
assumption that ® is a Hermitian-preserving map. It is therefore the case
that

(3.285)

(@@ Luaz)H), = |2, = [[@],- (3.286)
Now consider a spectral decomposition
H=>" \ouguj, (3.287)
k=1
for n = dim(X ® Z). By the triangle inequality, one has
n

1@ Le) (D], < SNl (@0 L) ), (3258)

k=1

As ||H||1 = 1, the expression on the right-hand side of the inequality (3.288)
is a convex combination of the values

H ((I> ® ]lL(Z))(ukult) Hl ’ (3289)

ranging over k € {1,...,n}. There must therefore exist k € {1,...,n} for
which the inequality

1@ L) wa), = [@© L)), = [0, (3290)
is satisfied. Setting u = uy completes the proof. O

Theorem 3.51 Let ® € T(X,Y) be a Hermitian-preserving map, for X
and Y being complex Fuclidean spaces. It holds that

el = _max (2@ Do) )], (3.201)

Proof For every unit vector u € X ® X, it holds that
[(@ @ Liay) (wu®) ||, < || @ Lo ||, = 21, (3.292)
so it suffices to prove that there exists a unit vector u € X ® X for which

[(®® Low) (wu) |, > [|@ @ L |, = 1]l (3.293)
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Let Z = C2. By Lemma 3.50 there exists a unit vector € X ® X ® Z such
that

” ((I) ® ]lL(X) ® ]lL(Z))(I‘r*) ||1 2 ”(I) ® ]1L<X) Hl ) (3'294)
and by Lemma 3.45 there must exists a unit vector u € X @ X such that
[(@ @ L) (wu) ||, = [(2 @ Lo @ Luz) (z2") |- (3.295)

For such a choice of u, one has (3.293), which completes the proof. |

A channel analogue of the Holevo—Helstrom theorem
The next theorem represents an analogue of the Holevo—Helstrom theorem
(Theorem 3.4) for channels rather than states, with the completely bounded
trace norm replacing the trace norm accordingly.

Theorem 3.52 Let @y, P; € C(X,)) be channels, for complex Euclidean
spaces X and Y, and let X € [0,1]. For any choice of a complex Fuclidean
space Z, a measurement v : {0,1} — Pos(Y ® Z), and a density operator
o € D(X ® Z), it holds that

A(0), (0 ® Tiz))(0)) + (1= A)(p(1), (P1 @ iz ) ()

1 1 (3.296)
< 5+ 5lA®o = (1= N f];-
Moreover, for any choice of Z satisfying dim(Z) > dim(X), equality is
achieved in (3.296) for some choice of a projective measurement p and a
pure state o.

Proof By the Holevo-Helstrom theorem (Theorem 3.4), the quantity on
the left-hand side of (3.296) is at most

1 1

R 5“/\(@0 @ lpiz)(0) = (1 =X (@1 @ Lyez) (o) |- (3.297)

This value is upper-bounded by

1 1
5 + 5” (MI)O - (1 - )‘)(pl) @ ILL(Z) Hl ) (3298)
which is at most
1 1
§+5HP\¢)0*(1*>\)@1|H1 (3.299)

by Theorem 3.46.

178 Similarity and distance among states and channels

The mapping APy — (1 — A\)®; is Hermitian preserving, by virtue of the
fact that ®y and ®; are completely positive and A is a real number. By
Theorem 3.51, there must therefore exist a unit vector u € X @ X for which

||/\((I)0 &® ]]-L(X))(UU’*) - (1 - )‘)((I)l ® ]lL(X))(uu*) ||1

~ oo - vl
Under the assumption that dim(Z) > dim(X’), one therefore has
A0 Thi)(0) = (1= N(@1 & 1)) 0
= [[[A®0 — (1 = N @a]ll,
for the pure state
c=1r@V)uu 1y @ V"), (3.302)

for an arbitrary choice of an isometry V € U(X, Z).
Finally, by the Holevo—Helstrom theorem (Theorem 3.4), there must exist
a projective measurement p : {0,1} — Pos() ® Z) such that

A(0), (0 @ Tz))(0) + (1= A)(p(1), (P1 @ Tyz) ) ()

1 1
=57t 5”)\((1)0 ®1Liz)(0) = (1= N) (21 @ Liz) (o), (3.303)
1 1
=5+ 5llA%0 = (1 =Ny,
which completes the proof. O

Distances between networks of channels

Many computations and interactions that arise in the study of quantum
information and computation can be represented as networks of channels.
Here, one supposes that a collection of channels @1, ..., &y having varying
input and output spaces are arranged in an acyclic network, as suggested by
the example depicted in Figure 3.1. The completely bounded trace norm is
well-suited to analyses concerning errors, inaccuracies, and noise that may
occur in such networks.

By composing the channels ®q,...,®y in a manner consistent with the
network, a single channel ® is obtained. Assuming the registers Xi,..., X,
are treated as inputs to the network and registers Yi,...,Y,, are output,
the channel ® representing the composition of the channels @1, ..., ®y takes
the form

PeC(MI®@ X, V1@ @ V). (3.304)
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P
2\ Yl

X1 ®; Dy
\’ I (1)6
X ® ®
X3 ’ ] Y2

Figure 3.1 A hypothetical example of an acyclic network of channels. The
arrows represent registers, and one assumes the input and output spaces of
the channels (represented by rectangles) are compatible with the registers
represented by the arrows. For instance, the channel ®; transforms the
register X; into some other register (not explicitly named in the figure),
which is the second of three inputs to the channel ®,. By composing the
channels @1, ..., Pg in the manner suggested by the figure, one obtains a
single channel ® € C(X; @ Xo @ X3, Y1 ® V).

Now suppose that ¥q,..., ¥y are channels whose input spaces and output
spaces agree with ®1, ..., ®y, respectively, and that Uy is substituted for @y
foreach k € {1,..., N}. Equivalently, the channels ¥y, ..., ¥y are composed
in a manner that is consistent with the description of the network, yielding
a channel

VeCM®@ - @X, 1@ QVn) (3.305)

in place of ®. It could be, for instance, that ®1,..., Py represent ideal
channels that are specified by a protocol or algorithm while Wy,..., Uy
represent slightly noisy or corrupted variants of ®1,...,®y.

It is natural to ask how much ® and ¥ may differ, as a function of the
differences between ®j and Wy, for k € {1,..., N}. An upper bound on
the completely bounded trace norm of the difference between ® and ¥ is
obtained by induction from Proposition 3.48 along with Corollary 3.47:

10 = Wiy <[22 — W, + -+ [ — W] (3.306)

Therefore, irrespective of the properties of the network under consideration,
the differences between the channels ®; and ¥y, for k € {1,..., N}, only
accumulate additively when composed in a network.

Discrimination between pairs of isometric channels

As Example 3.36 illustrates, it is necessary in some instances of Scenario 3.35
for Bob to use an auxiliary register W in order to optimally discriminate a
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given pair of channels. One interesting case in which it is not necessary for
Bob to make use of an auxiliary register in this scenario is when the two
channels are isometric channels, defined as

Dy(X) = VoXVy and &y (X) =V XV} (3.307)

for all X € L(X), for some choice of isometries Vo, V1 € U(X,)). The fact
that an auxiliary register is not needed for an optimal discrimination in this
case is proved below. The proof makes use of the notion of the numerical
range of an operator.

Definition 3.53 Let X’ be a complex Euclidean space and let X € L(X)
be an operator. The numerical range of X is the set N'(X) C C defined as
follows:

N(X) ={u'Xu : ueSX)}. (3.308)

In general, every eigenvalue of a given operator X is contained in N (X),
and one may prove that A (X) is equal to the convex hull of the eigenvalues
of X in the case that X is normal. For non-normal operators, however, this
will not generally be the case. It is, however, always the case that N(X) is
compact and convex, which is the content of the following theorem.

Theorem 3.54 (Toeplitz—Hausdorff theorem) For any complex Euclidean
space X and any operator X € L(X), the set N(X) is compact and convez.

Proof The function f : S(X) — C defined by f(u) = v*Xwu is continuous,
and the unit sphere S(X) is compact. Continuous functions map compact
sets to compact sets, implying that V' (X) = f(S(X)) is compact.

It remains to prove that N'(X) is convex. Fix any choice of , § € N(X)
and a real number A € [0,1]. It will be proved that

A+ (1— )8 € N(X), (3.309)

which suffices to prove the theorem. It will be assumed hereafter that o # 3,
as the assertion is trivial in the case that o = .

By the definition of the numerical range, one may choose unit vectors
u,v € S(X) such that v*Xu = « and v*Xv = . By the assumption that
«a # 3, one has that the vectors u and v are linearly independent.

Next, define

-8 1
Y = 1 X
a—f v a—p
so that ©*Yu =1 and v*Yv = 0. Let H, K € Herm(X') be defined as
Y+Y* Y -Y*
H= ey and K=———
2 2

(3.310)

(3.311)
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so that Y = H + iK. It follows that
v Hu=1, v*Hv =0,

(3.312)
uwKu=0, v*Kv =0.

Without loss of generality, it may be assumed that u*Kv is purely imaginary
(i.e., has real part equal to 0), for otherwise v may be replaced by e*v for
an appropriate choice of § without changing any of the previously observed
properties.

As u and v are linearly independent, the vector tu+ (1 —t)v is nonzero for
every choice of ¢t € R. Thus, for each ¢ € [0, 1], one may define a unit vector

tu+ (1 —1t)v

A0 = T (3.313)

Because v*Ku = v*Kv = 0 and u*Kwv is purely imaginary, it follows that
z(t)*Kz(t) = 0 for every t € [0,1], and therefore

2+ t(1—t)(v*Hu + u*Hv)
- [tu+ (1 — t)v]?

z(t)*Yz(t) = 2(t)* Hz(t) (3.314)

The expression on the right-hand side of (3.314) is a continuous real-valued
function mapping 0 to 0 and 1 to 1. Consequently, there must exist at least
one choice of t € [0, 1] such that z(¢)*Y z(t) = A. Let w = z(t) for such choice
of t, so that w*Yw = A. It holds that w is a unit vector, and

w*Xw = (a—5) (aLiﬁ + w*Yw) =Xa+ (1-X)g. (3.315)

It has therefore been shown that Aa + (1 — )8 € M (X) as required. O

Theorem 3.55 Let X and Y be complex Euclidean spaces for which it
holds that dim(X) < dim(Y), let Vo, Vi € U(X, D)) be isometries, and define
channels @y, ®1 € C(X,)) as

Bo(X) = VoXVy and ®1(X) = ViXVy' (3.316)
for all X € L(X). There exists a unit vector u € X such that
[ADo(uu”) = (1= )@y (un”) [, = [[[ADo — (1 = \) @[], (3.317)
Jor every A € [0, 1].
Proof Using the identity (1.184), one finds that
o) — (1~ Ny ()],

5 (3.318)
= \/1 — A1 = N) |ur Vg Vi,
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for every unit vector u € X, and similarly

[A(Po @ Ty(z)) (vv™) = (1 = A) (D1 ® Ty z)) (v07) |,

= 1— 1 =N [ (Vg @ 1)

for every complex Euclidean space Z and unit vector v € X ® Z. Taking Z be
a complex Euclidean space with dim(Z) = dim(&X), it follows from (3.319)
together with Theorem 3.51 that there exists a unit vector v € X ® Z such
that

: (3.319)

M@0 — (1= N1l = /1 — 41— ) [0 (VgV; @ 1z)0f. (3.320)
Now, one may observe that
V(G @ 1z)u = (0, V) (3.321)

for p = Trz(vv*). By considering a spectral decomposition of p, one finds
that the value represented by (3.321) is a convex combination of values of
the form

w* ViV w, (3.322)

where w € X ranges over a set of unit eigenvectors of p. Each of these values
is contained in the numerical range of V;V1, so by the Toeplitz-Hausdorff
theorem (Theorem 3.54) there must exist a unit vector u € X such that

WV Viu= (p, Vg V1) (3.323)
By (3.318), it follows that
M) — (1= Ny}, = [IA®o — (LNl (3320

Observing that the vector u does not depend on A, the proof is complete. [J

The completely bounded trace distance from a channel to the identity

Returning once again to Example 3.36, one has that the Werner-Holevo
channels can be perfectly discriminated through the use of a sufficiently
large auxiliary register, but are nearly indistinguishable without the use of
an auxiliary register (assuming the space with respect to which the channels
are defined has large dimension). The Werner—Holevo channels have another
feature that is relevant to the discussion that follows, which is that they are
highly noisy channels; their outputs are close to the completely mixed state
for every possible input state.

One may ask if a similar phenomenon, in which an auxiliary register has
a dramatic effect on the optimal probability of successfully discriminating
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channels, occurs when one of the channels is the identity channel. This is a
natural question, as the closeness of a given channel to the identity channel
may be a relevant figure of merit of that channel in some situations. The
following theorem demonstrates that the phenomenon suggested above is
limited in this setting. In particular, the theorem demonstrates that the
potential advantage of using an auxiliary register in discriminating a given
channel from the identity channel is dimension-independent.

Theorem 3.56 Let X be a complex Fuclidean space, let ® € C(X) be a
channel, let € € [0,2], and suppose that

[@(p) = pll, < ¢ (3.325)
for every density operator p € D(X). It holds that
19~ Lucwl, < V. (3.326)

Proof 1Tt is evident from the assumptions of the theorem that, for every
unit vector u € X, one has

| ®(uu”) —wu®||, <e, (3.327)
and therefore

[(uu*, ®(uu®) — uu®)| < (3.328)

w\m

The first main step of the proof will be to establish a bound of a similar
nature:

[(uv*, ®(uv*) — uv*)| < (3.329)

w\m

for every pair of orthogonal unit vectors u,v € X. Toward this goal, assume
that u,v € X are orthogonal unit vectors, and define a unit vector

u + iFv
= 3.330
=" (3.330)
for each k € {0,1,2,3}. From the observation that
1.3
=5 > iFwwy, (3.331)
it follows that
1.3
O (uv*) —uv* = 5 > i (@ (wrpwy) — wiwy). (3.332)

k=0
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Because the spectral norm of a traceless Hermitian operator is at most one-
half of its trace norm, it follows that

1
| (uv*) — uv*|| < 22 leé(wka) — wyw||
(3.333)

NH
m\m

3
Z | ®(wpwy) — wpwy ||, <

This implies the desired bound (3.329).
Now, let z € X @ X be a unit vector, expressed in the form of a Schmidt
decomposition

= Z \/p(a)xa ® Ya, (3.334)

acy

for ¥ being an alphabet, {z, : a € £} and {y, : a € £} being orthonormal
subsets of X', and p € P(X) being a probability vector. It holds that

(22, (2 @ L)) (227)) = Z pla)p(b){zqzy, D(wezy)), (3.335)
a,bex

and therefore, by the triangle inequality and the bounds (3.328) and (3.329)
from above,

1O = o 0 b))
g
< Z p(a)p(b)|(waxy, ®(xaxy) — zaxf)| < 5 (3.336)
a,bex

Using the expression of the fidelity function when one of its arguments has
rank equal to one, as given by Proposition 3.13, it follows that
F((®® ]lL(X))(zz*),zz*)2 >1-

(3.337)

N ™

Therefore, by one of the Fuchs—van de Graaf inequalities (Theorem 3.33), it
follows that

[(®® L)) (227) — 227,

3.338
< 2\/1—F((<I)®1L(X>)(zz*),zz*)2 < V2. ( )

Because ® — 1;x) is a Hermitian preserving map, the theorem follows by
Theorem 3.51. O
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3.3.4 Characterizations of the completely bounded trace norm

Two alternative characterizations of the completely bounded trace norm are
presented below, along with a theorem concerning the completely bounded
trace norm of maps having bounded Choi rank.

The maximum output fidelity between completely positive maps

It is possible to characterize the completely bounded trace norm of a map
in terms of the mazimum output fidelity between two completely positive
maps derived from the given map. The maximum output fidelity is defined
as follows.

Definition 3.57 Let ¥y, U3 € CP(X,)) be positive maps, for X and )
being complex FEuclidean spaces. The mazimum output fidelity between W
and Yy is defined as

Froox (U0, U1) =  max  F(Ug(po), U1(p1)). 3.339
(Wo, ¥y) o ) (To(po), ¥1(p1)) ( )

For any choice of vectors of the form u,v € X ® ), for X and ) being
arbitrary complex Euclidean spaces, Corollary 3.23 states that

| Try (vu®) ||, = F(Tra (uu®), Try (vv)). (3.340)

An extension of this fact provides a link between the completely bounded
trace norm and the maximum output fidelity. In considering this extension,
it is convenient to isolate the fact represented by the lemma that follows.

Lemma 3.58 Let Ap, A1 € L(X,Y ® Z) be operators, for X, Y, and Z
being complex Euclidean spaces, and define maps ¥y, ¥, € CP(X, Z) and
® € T(X,Y) as follows:
Wo(X) = Try(AgX Af),
B(X) = Trz(AgX A?}),
for every X € L(X). Also let up,u1 € X @ W be vectors, for W being a
complex Euclidean space. It holds that
(@ @ iow) (wour) ||, = F (Lo (Trw (uoup)), T (Trw (uaui))).  (3.342)
Proof Let W e U(Y®ZQW,Z®Y W) be the operator defined by the
equation

Wyezw)=20yQw, (3.343)

holding for all y € Y, z € Z, and w € W. In other words, W represents a
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reordering of tensor factors, from Y ® Z@ W to Z2 Y ® W. It is evident
that one has

(@ ® Lpow) (uoui) = Trz ((Ao ® Tw)uoui (A] @ ]1W)>

(3.344)
=Trz (W(Ao @ Ly)uoui (A ® ILW)W*>.

Applying Corollary 3.23, one has
(@ @ Tiowm) (woui) |,
= F(Teyew (W (4o ® Tw)uous (A5 © Tw) W),
Tryew (W (A1 @ Tw)urui (4] ® Tw)W™)) (3.345)
= F(Try(Ao Trw (uoui) A5), Try (A1 Trw (wruf) A7) )
= F(Wo(Trw (uoug)), U1 (Trw (urui))),
as required. O

Theorem 3.59 Let Ag, A1 € L(X,Y ® Z) be operators, for X, Y, and Z
being complex Euclidean spaces, and define maps ¥y, ¥V, € CP(X, Z) and
O € T(X,Y) as follows:

Wo(X) = Try(AoX Ap),
O(X) = Trz(AgX A}),
for every X € L(X). It holds that
1@l = Finax(¥o, ¥1). (3.347)

Proof Let W be a complex Euclidean space with dim(W) = dim(X). By
Proposition 3.44 and Lemma 3.58, one has

ol =, max (@@ Luow) (woui)

= a F(Uy(T o)), 1 (T 1
o b ¥ (P (T (o)), W (Trw (1)) (3.348)

= max F(U , U
po.p1E€D(X) ( 0(po) 1(,01))

= Fnlax(q}o’ \Ill)a

as required. O
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Remark The proof of Theorem 3.59 establishes a connection between those
choices of density operators pg, p; € D(X) achieving the maximal value in
the expression
Frax (P, Y1) = ax F (¥ , U 3.349
max (%o, ¥1) e (Wo(po), ¥1(p1)) (3.349)
and the choices of vectors up,u; € S(X ® W) achieving the maximal value
in the expression

@ = uo’mrer‘lsa();@)w)” (D ® Ly omy) (uoul) ||1 (3.350)

Specifically, for any choice of unit vectors ug, u1 € S(X ® W), one may take
po = Try(upug) and  p1 = Tryy(ugul), (3.351)

and conversely, for any choice of density operators pg, p1 € D(X), one may
take ug, u; € S(X ® W) to be arbitrary purifications of pg, p1, respectively,
with equal values being obtained in the above expressions in both cases.

By combining Theorem 3.59 with the multiplicativity of the completely
bounded trace norm with respect to tensor products (Theorem 3.49), one
finds that the maximum output fidelity is also multiplicative with respect
to tensor products.

Corollary 3.60 Let Xy, X1, Yo, and V1 be complexr Fuclidean spaces and
let g, V) € CP(Xy, Do) and ®1,¥; € CP(X1,)1) be completely positive
maps. It holds that

Fmax(q)o & (1)17 \IIO & \111) = Fmax(¢)07 \IIO) Fmax(q)h \Ill) (3352)

This corollary implies a simple but not necessarily obvious fact, which is that
the maximum output fidelity between two completely positive product maps
is achieved for product state inputs. It may be contrasted with some other
quantities of interest (such as the minimum output entropy of a quantum
channel, to be discussed in Chapter 7) that fail to respect tensor products
in this way.

A semidefinite program for mazximum output fidelity

It is natural to ask if the value |||®]||; of the completely bounded trace norm
of a given map ® € T(X,)) can be efficiently calculated. While there is no
closed-form expression that is known to represent this value, it is equal to
the optimal value of a semidefinite program that has a simple description in
terms of the mapping ®. In particular, when Theorem 3.59 is combined with
the semidefinite program for the fidelity function discussed in Section 3.2.2,
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a semidefinite program for the completely bounded trace norm is obtained.
This allows for an efficient calculation of the value [||®]||; using a computer,
as well as an efficient method of verification through the use of semidefinite
programming duality.

In greater detail, let ® € T(X,Y) be a map, for complex Euclidean spaces
X and Y, and assume that a Stinespring representation of ® is known:

(X) = Trz (A X A%) (3.353)

for all X € L(X), for Ag, A; € L(X,Y®Z) being operators for some complex
Euclidean space Z. Define completely positive maps ¥y, ¥ € CP(X, Z) as
follows:

\Po(X) = Tl"y (A()XAE;),

(3.354)
\I/l(X) = Try (A]XAT),

for all X € L(X). Next, consider the semidefinite program whose primal
problem is as follows:

Primal problem

1 1
maximize: 3 Te(Y) + 3 Tr(Y™)

L4 Y
subject to: 0(50) >0
Ye o Wi(p)

po,,1 € D(X), Y € L(2).

Such a semidefinite program may be expressed with greater formality, with
respect to the definition of semidefinite programs presented in Section 1.2.3,
in the following way.

First, one defines a Hermitian-preserving map

ELXOXPZHZ) - LICOCHZP Z) (3.355)
as
Xo -
- - X, -
- - Zy -
. Z1
(3.356)
Tr(Xo) 0 0 0
1 0 Tr(X)) 0 0
2 0 0 Zy— To(Xo) 0
0 0 0 Zy — Uy (X1)
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for all Xo,X; € L(X) and Zp,Z; € L(Z), and where the dots represent
operators on appropriately chosen spaces upon which = does not depend.

Next, one defines Hermitian operators A € Herm(X & X @ Z @ Z) and
BeHerm(CoCh Z® Z) as

00 0 0 1 0 00
1{0 0 0 O 1{0 1 00

A= 310 0 0 1 and B = 510 0 0 o0 (3.357)
0 01 0 00 0O

It is evident that the primal problem specified above is equivalent to the
maximization of the quantity (A, X) over all choices of
Xo -
S S .
EPos(Xp XD Zd 2) (3.358)
Zy Y
Y* Zy
obeying the constraint =Z(X) = B.
The adjoint mapping to = is given by

Ao -
P D VR
- - Zy -
. Zl
(3.359)
Xolx — U5(Z) 0 0 0
1 0 My —U%(Z) 0 0
) 0 0 Zo 0|’
0 0 0 Z

so the dual problem corresponding to the semidefinite program (=, A, B) is
to minimize the quantity (Ao + A1)/2 subject to the conditions

Aoly > V5(Zp) and M1y > Vi(Z1), (3.360)

for Zy, Z1 € Herm(Z) being Hermitian operators satisfying

Zy 0 01
(OO Z1>z<l 0). (3.361)

Observing that Zy and Z; must be positive definite in order for (3.361) to
be satisfied, along with the fact that ¥§ and U] are positive, one obtains
the following statement of the dual problem:
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Dual problem

minimize: %H\IIS(ZO)H + %H\I’T(Zl)H

Zy —1z
subject to: >0
-1z Z;

Zo, 21 € Pd(Z)
To prove that strong duality holds for this semidefinite program, one may
observe that the primal problem is feasible and the dual problem is strictly

feasible. In particular, with respect to the semidefinite program’s formal
specification, as just described, one has that the operator

p 0 0 0
0 m 0 0

3.362
0 0 Po(po) O ( )

0 0 0 \Ifl(pl)

is primal feasible, for an arbitrary choice of density operators pg, p1 € D(X).
The strict feasibility of the dual problem may be verified by observing, for
instance, that the operator

20 0 0 0
0 2\ O 0
0 0 21z 0 (3.363)
0 0 0 21z

is strictly dual feasible, provided that Ao > || U§(1z)|| and A; > || T5(1z)].
It follows by Slater’s theorem (Theorem 1.18) that the primal and dual
optimal values are equal, and moreover the primal optimal value is achieved
for some choice of a primal feasible operator.

The fact that the optimal value of the semidefinite program is in agree-
ment with the completely bounded norm |[||®]||; follows from Theorem 3.59
together with Theorem 3.17.

The dual problem stated above may be further simplified as follows:

Dual problem (simplified)

L Ly, | SR
minimize: §||\IIO(Z)|| + §||\111(Z Hil
subject to: Z € Pd(Z2).

To verify that this problem has the same optimal value as the dual problem
stated above, one may first observe that the inequality (3.361) holds if and
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only if Zy and Z; are both positive definite and satisfy Z; > Zo_l. For any
such choice of Zy and Zj, the inequality

[wi(Z0)]| > [[w7(Z, )| (3.364)

holds by the positivity of ¥}, implying that no generality is lost in restricting
one’s attention to operators Zg = Z and Z; = Z~! for Z € Pd(Z). The
following theorem is a consequence of this observation.

Theorem 3.61 Let Ay, A1 € L(X,Y ® Z) be operators, for X, Y, and Z
being complex Euclidean spaces, and define maps ¥y, V1 € CP(X, Z) and
® € T(X,)Y) as follows:
Uo(X) = Try (Ao X A7),
Uy (X) = Try(A1 X A7), (3.365)
B(X) =Trz (Ao X A7),

for every X € L(X). It holds that

1 1
Oy = inf (|52 ||+ =¥z ). 3.366
et =, ut_ (G162 + 1w hl). @)
Spectral norm characterization of the completely bounded trace norm

Consider a map ® € T(X,)), for complex Euclidean spaces X and ). One
has, by Theorem 2.22, that a given complex Euclidean space Z admits a
Stinespring representation

O(X) = Trz (Ao X A7) (3.367)

of @, for some choice of operators Ag, 41 € L(X,)Y ® Z), if and only if the
dimension of Z is at least as large as the Choi rank of ®. An equivalent
condition to (3.367) holding for all operators X € L(X) is that

J(®) = Trz(vec(Ap) vec(A1)*). (3.368)

As the next theorem states, the completely bounded trace norm of ® is equal
to the infimum value of the product || Ag|||| A1 ||, ranging over all such choices
of AO and Al.

Theorem 3.62 (Smith) Let ® € T(X,)) be a map, for complex Euclidean
spaces X and ), let Z be a complex Fuclidean space for which it holds that
dim(Z) > rank(J(®)), and let

Ko = {(A0, A1) EL(X, Y ® Z) x L(X, Y ® Z) :

J(®) = Trz(vec(Ap) vec(A1)*) }. (3-369)
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It holds that

e[l = ( | Aolll| Av]l- (3.370)

inf |
Ap,A1)EKs
Proof There exists a pair of unit vectors u,v € X ® X such that, for any
pair of operators (Ag, A1) € Ko, one has

1®[fl1 = [|Trz((Ao ® La)uv* (A1 @ Lx)") ||;- (3.371)

By the monotonicity of the trace norm under partial tracing (1.183) and
the multiplicativity of the spectral norm with respect to tensor products, it
follows that
@l < [|(Ao ® La)uv™(Ar @ Lx)" ||
= [|(Ao ® Ly )ul[[|(Ar ® Lx)v||
< [[Ao® Lx|l[[A1 ® L ||
= [l Aol Ax]-

(3.372)

As this inequality holds for every pair (Ao, 41) € Ko, it follows that

el <

inf Aoll]] Ar]]. 3.373
O RO (3373

It remains to prove the reverse inequality. To this end, fix any pair of
operators (By, B1) € K¢, and define ¥, U, € CP(X, Z) as

Uo(X) = Try(BoXBj),

" (3.374)
Uy (X) =Try(B1XBY),
for all X € L(X), so that
U3(Z) = By(1ly ® Z) By,
’ o (3.375)

for every Z € L(Z). By Theorem 3.61, the expression (3.366) holds. For any
choice of a positive real number € > 0, there must therefore exist a positive
definite operator Z € Pd(Z) so that

1, ., Ly
ST+ 51wz D] < el +e. (3.376)

By the arithmetic-geometric mean inequality, it follows that

VI @iz < 12l +e. (3.377)
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Setting

Ay = (11y ® Z%)BO,
L (3.378)
A = (]ly ® Z7§>Bl,

one has that (Ao, A1) € Ko by the cyclic property of the trace. Moreover, it
holds that

1ol A1l = /I A3 4o lly/ll A7 A |
= I 1/ 11%5(Z2-1) | < 1 ®]]l +e.

As it has been established that, for any choice of € > 0, there exists a pair
of operators (Ag, A1) € Kg satisfying the inequality (3.379), it follows that

(3.379)

inf e Aol Al < i 3.380
(Ao,zl“ri)EICqJ‘ olll A2 < [ll®fll ( )
which completes the proof. -

The completely bounded trace norm of maps with bounded Choi rank

For a given map ® € T(X,)) and a complex Euclidean space Z, it holds
(by Theorem 3.46) that

HCI) ® ‘HL(Z)H1 < |||CI)H‘1 ) (3'381)

with equality under the condition that dim(Z) > dim(X). If it is the case
that dim(Z) < dim(X), then equality may fail to hold. For instance, the
transpose map T(X) = X7 on an arbitrary complex Euclidean space X is
such that

[T @1z ||, = min{dim(X),dim(Z)} (3.382)
for every complex Euclidean space Z.
It is the case, however, that equality holds in (3.381) under a different and

generally incomparable assumption, which is that the dimension of Z is at
least as large as the Choi rank of @, as the following theorem states.

Theorem 3.63 (Timoney) Let X, ), and Z be complex Euclidean spaces,
let ® € T(X,Y) be a map, and assume dim(Z) > rank(J(P)). It holds that

el = H'1’®]1L(2)H1- (3.383)

The proof of Theorem 3.63 to be presented below makes use of the following
lemma.
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Lemma 3.64 Let X and Y be complex Euclidean spaces, let ® € T(X,Y)
be a positive map, and let P € Pos()) be a nonzero positive semidefinite
operator satisfying P = ®(p) for some choice of a density operator p € D(X).
There exists a density operator o € D(X) with rank(o) < rank(P) that
satisfies P = ®(o).

Proof Define a set
C={¢eDX): o) =P} (3.384)

The set C is nonempty by the assumptions of the lemma, and it is evidently
both compact and convex. There must therefore exist an extreme point of C.
Let ¢ be such an extreme point and let r = rank(o). It will be proved that
r < rank(P), which suffices to prove the lemma.

Let n = dim(X) and m = rank(P), and let IT = II;;,(p). Define a linear
map ¥ : Herm(X) — Herm(Y & C) as

e (H)IT 0 ) (3.385)

“’“”‘( 0 (ly-ILo(H)

for all H € Herm(X). The image of ¥ has dimension at most m? + 1, and
therefore the kernel of ¥ is a subspace of Herm(X') having dimension at least
n? —m? — 1. Also define a subspace W C Herm(X) as

W = {H € Herm(X) : im(H) C im(o) and Tr(H) = 0}. (3.386)

The dimension of W is equal to r2 — 1.

Now consider any operator H € ker(¥) N W. As im(H) C im(o) and o
is positive semidefinite, there must exist a positive real number € > 0 for
which o+ eH and o — eH are both positive semidefinite. As H is traceless,
it follow that o +eH and o — e H are density operators. By the assumption
that H € ker(¥), one has (1y — I, ®(H)) = 0, and therefore

(1y —II,®(0c +eH)) = (1y — II, P+ c®(H)) = 0. (3.387)
By the positivity of @, it follows that
O(oc+ecH)=1P(c +ecH)II =P+ 1I®(H)II = P. (3.388)

By similar reasoning, ®(0 — ¢H) = P. It has therefore been proved that
0+ ¢eH and 0 — eH are both elements of C; but given that o was chosen to
be an extreme point of C and

Lo +eH) + (o —cH) =0, (3.389)
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it follows that H = 0. Consequently, the subspace ker(¥) N W must have
dimension 0.

Finally, given that Herm(X) has dimension n?, ker(¥) C Herm(X) has
dimension at least n? —m? — 1, W C Herm(X) has dimension r? — 1, and
ker(¥) N has dimension 0, it follows that

(> —m? —1) + (r* = 1) < n?, (3.390)
and therefore
r? <m?4 2. (3.391)

As r and m are positive integers, it follows that » < m, which completes the
proof. O

Proof of Theorem 3.63 One may choose operators Ag, 41 € L(X,Y ® Z)
such that

B(X) = Trz(AgX AY) (3.392)

for all X € L(&X), by Corollary 2.21. By Theorem 3.59, it follows that
12l = Fmax(¥o, ¥1) (3.393)

for Wy, ¥; € CP(X, Z) being the completely positive maps defined by
Uo(X) = Try (4o X Ap),
Uy (X) = Try (A1 X AY),

for all X € L(X). Let pg, p1 € D(X) be density operators that satisfy
F(o(po), ¥1(p1)) = Frmax(Wo, ¥1) = (|- (3.395)
The operators Py = Wy(pg) and P, = ¥1(p1) are elements of Pos(Z), so

(3.394)

their ranks cannot exceed the dimension of Z. It follows from Lemma 3.64
that there exist density operators og, 01 € D(X), whose ranks also do not
exceed the dimension of Z, such that ¥y(og) = Py and ¥1(o1) = P;. Thus,
one has that

F(@o(a0), W1(a1)) = [[|2]]1. (3.396)
Because oy and o7 have rank at most the dimension of Z, there must exist
unit vectors ug,u; € X ® Z satisfying
oo = Trz (uguy
0 = Trz(uo 2) (3.397)
g1 = Trg(ulul).
By Lemma 3.58, one has that

(@ @ iz (wouf) |, = F(Po(o0), ¥ (1) = [, (3.398)
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which establishes that
[@ @ 1rz|l, > Pl (3.399)
As the reverse inequality holds by Theorem 3.46, the proof is complete. [

Corollary 3.65 Let g, Py € C(X,Y) be channels, for complex Euclidean
spaces X and Y, and let Z be any complex Euclidean space with

dim(Z) > 2rank(J(®g — ®1)), (3.400)
There exists a unit vector u € X ® Z such that
[[(@o @ Lpiz)) (uu®) — (P1 @ Liz)) (uu®) H1 = |||®o — <I>1H|1. (3.401)

Proof The theorem is vacuous when &3 = &1, so it will be assumed that
this is not the case. Let W be a complex Euclidean space having dimension
equal to rank(J(®o — ®1)). By Theorem 3.63, it holds that

10— @11, = 90 8 Luom) — &1 & Lo, (3.402)

By Lemma 3.50, it follows that there exists a unit vector v € X @ W ® V,
for V being any complex Euclidean space with dimension equal to 2, such
that

(20 @ Tuowen) (v07) = (21 ® Ligwer) (v07)[|; = [[[®o — @1fl,.  (3.403)

Now, under the assumption that dim(Z) > 2rank(J(®¢—P1)), there must
exist a linear isometry of the form V € UW ® V, Z). One may set

u=1xr® V) (3.404)

to obtain

[(®o @ Ly(z)) (ur”) — (1 @ Lizy) (uu) ]
= H(]ly ® V)(((I)O ® 1L(W®V))(Uv*)

— (1 ® Lowern) (v07)) Ly @ V)|, (3.405)
= [[ (@0 ® Toowew)) (00") = (21 @ Liwer)) (Vo) ||
> [[[®0 — @l

by the isometric invariance of the trace norm together with (3.403). As the
reverse inequality holds for all unit vectors u € X ® Z by Theorem 3.46, the
proof is complete. O
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3.4 Exercises

Exercise 3.1 Let X be a complex Euclidean space, let pg, p1 € D(X) be
states, and let 6 = F(pg, p1). Also let n be a positive integer and define two
new density operators as follows:

90 = Su1 > Pay @ @ Pays

at,...,an€{0,1}
al~+-+an even

1 (3.406)
=gt D Pu® @ pa,
ai,...,an€{0,1}
a1+---+apn odd
Prove that
nd>
F(oo,01) > 1 —exp -5 ) (3.407)

Exercise 3.2 Let P,Q € Pos(X) be positive semidefinite operators and
let @ € T(X,Y) be a trace-preserving and positive (but not necessarily
completely positive) map, for complex Euclidean spaces X and ). Prove
that

F(P,Q) < F(2(P), (Q)). (3.408)

Exercise 3.3 Find an example of two channels ®g, ®; € C(X,)), for some
choice of complex Euclidean spaces X and ), such that

[0(p) — @10, < | @0 — 4] (3.109)
for every density operator p € D(X).

Exercise 3.4 Let ® € T(X,)) be a map, for complex Euclidean spaces
X and ). Prove that

ol = max [ (Ly @ o) J(@)(1y @ V), (3.410)

Exercise 3.5 Let H € Herm ()Y ® X) be a Hermitian operator, for complex
FEuclidean spaces X and ), and consider the problem of maximizing the value

(H, J(®)) (3.411)
over all choices of a channel ® € C(X,)). Prove that a channel ® € C(X,Y)
satisfies
(H, J(®)) = max{(H,J(V)) : ¥ e C(X,V)} (3.412)
if and only if the operator Try(HJ(®)) is Hermitian and satisfies
1y ® Try(HJ(®)) > H. (3.413)
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Exercise 3.6 Let ® € T(X,)) be a map, for complex Euclidean spaces
X and Y, and let n = dim(X). Prove that

@l < [17(@) ][ < |- (3.414)
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Unital channels and majorization

This chapter studies the class of unital channels, together with the notion
of magorization for Hermitian operators. The first section of the chapter
introduces various subclasses of unital channels, including mixed-unitary
channels, Weyl-covariant channels, and Schur channels, and the second
section concerns properties of unital channels in general. The third section
discusses majorization for Hermitian operators, together with an analogous
notion for real vectors. The following definition of unital channels will be
used throughout the chapter.

Definition 4.1 Let X be a complex Euclidean space. A channel ® € C(X)
is a unital channel if ®(1y) = 1y.

More generally, one could consider any channel of the form ® € C(X,))
meeting the condition ®(1x) = 1y, for some choice of complex Euclidean
spaces X and )/, to be a unital channel. However, as channels must preserve
trace, the existence of such a channel implies dim(Y) = dim(X); and for
this reason there is little generality lost in restricting the definition of unital
channels to those of the form ® € C(X). Moreover, the requirement that
unital channels take the form & € C(&), for some choice of a complex
Fuclidean space X, is both natural and convenient with respect to the topics
to be discussed in this chapter.

4.1 Subclasses of unital channels

Three classes of unital channels are introduced in this sections: mized-unitary
channels, Weyl-covariant channels, and Schur channels. Various properties
of these classes, as well as relationships among them, and to general unital
channels, are discussed.
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4.1.1 Mixed-unitary channels
Every unitary channel is evidently unital, as is any convex combination of

unitary channels. Channels of the later sort will be referred to as mized-
unitary channels, as the following definition makes precise.

Definition 4.2 Let X be a complex Euclidean space and let ® € C(X)
be a channel. It is said that ® is a mized-unitary channel if there exists
an alphabet X, a probability vector p € P(X), and a collection of unitary
operators {U, : a € ¥} C U(X) such that

O(X)=> pla)U XU, (4.1)

a€y

for every X € L(X). Equivalently, a mapping ® € C(X) is a mixed-unitary
channel if it is a convex combination of unitary channels.

An example of a unital channel that is not mized unitary

While every mixed-unitary channel is necessarily unital, the converse of this
statement does not hold, as the following example illustrates.

Example 4.3 Let X = C3 and define ® € C(X) as

1 1
(X)) = 5 Tr(X)1 — §XT (4.2)
for all X € L(X). Example 3.36 has established that ® is a channel, and it
is evident that ® is unital, but it is not a mixed-unitary channel.

To verify that ® is not a mixed-unitary channel, observe first that

O(X) = A1 X AT + As X A + A3 X A3 (4.3)
for all X € L(X), for
1 1
0 0 (1) 0 0 = 0 5 0
A=|0 0 Sl A=|0 0 0], A3= % 0 0 (4.4)
=1 -1
0% 0 s 00 0 0 0

The fact that the expression (4.3) does indeed hold for all X € L(X) follows
from the observation that the Choi representation of the map defined by the
right-hand side of that equation is in agreement with J(®), as calculated in
Example 3.36:

1 1 3
1e1— W= A AL 4.
5l®1— ;W kglveC( k) vec(Ag)*, (4.5)

for W denoting the swap operator on X ® X.
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Now observe that the collection {A;Ak : 1 < j,k < 3} includes the
following operators:

000 000 0 00
AfAi=[0 % 0], AjA;=|% 0 0|, AjA3=|0 0 0],

00 % 000 5 00

030 100 000
AsA; =10 0 0|, A5A;=|0 0 Of, A5A3={0 0 0], (4.6)

000 00 3 0 1o

00 000 3 00
AsA;=[0 0 0 |, A4, =(0 0 3|, A543=(0 3 0

00 0 000 000

This is a linearly independent collection, as an inspection reveals. It follows
from Theorem 2.31 that ® is an extreme point of the set of channels C(X).
As @ is not itself a unitary channel, it follows that it cannot be expressed
as a convex combination of unitary channels.

Pinching channels

Many interesting examples of mixed-unitary channels are known. One type
of channel, called a pinching channel, provides a collection of examples.
Definition 4.4 Let X be a complex Euclidean space. A channel ® € C(X)
is said to be a pinching channel, or simply a pinching, if there exists a
collection {II, : a € ¥} of projection operators satisfying

d I, =1y (4.7)

a€y

(i.e., such that the set {II, : a € X} represents a projective measurement)
for which

O(X) =) T,XTI, (4.8)
a€x

for all X € L(X).

The action of the channel defined by (4.8) on a register X is equivalent to
X being measured with respect to a nondestructive measurement defined by
{1, : a € £}, followed by the measurement outcome being discarded.

Example 4.5 The channel ® € C(C%) defined as
O(X) = Mo XTIIp + 1T, X1, (4.9)
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for
Iy = El,l + E272 and II; = E3y3 + E474 + E5’5 (4.10)

is an example of a pinching channel. This channel has the following action
on a general operator in L(X'), expressed in matrix form:

Q11 012 Q13 Q14 015 ap aip 0 0 0
Qg1 Qg2 Q23 Q24 Q25 a1 asz 0 0 0
(0] (1311 0532 O¢3,3 05374 043’5 = 0 0 05373 043’4 (13,5 . (4.11)
Qq1 Q42 Q43 Q44 Q45 0 0 a3 agqa agp
Qas1 Q52 Q53 Q54 Q55 0 0 as53 ass ass

The action of this channel is suggestive of the matrix representing the input
operator being “pinched,” causing a certain pattern of off-diagonal entries
to become 0, which explains the terminology used to describe such maps.
When a pinching channel is defined by a collection of projection operators
that are not diagonal in the standard basis, the term is not descriptive in
this way, but it is used nevertheless.

While it is not immediate from the definition that every pinching channel
is a mixed-unitary channel, it is fairly straightforward to establish that this
is so, as the proof of the following proposition reveals.

Proposition 4.6 Let X' be a complex Fuclidean space, let ¥ be an alphabet,
and let {Il, : a € X} be a collection of projection operators on X satisfying

> Ty =1x. (4.12)
aed
The channel ® € C(X) defined by
P(X) =D T XII, (4.13)
acXl

for all X € L(X) is a mized-unitary channel.

Proof Consider the collection {—1,1}* of vectors in C* having entries
drawn from the set {—1,1}, and define a unitary operator

Uy = Zzw(a)l_[a (4.14)

for every such vector w € {—1,1}*. It holds that

1 1
212 > UuXU; = oI > > w@wd)XI,  (4.15)
we{-1,1}* abET we{—1,1}T
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for every X € L(X). To simplify this expression, one may observe that

1 1 ifa=0
— w(a)w(b) = ] (4.16)
21>l we{§1}2 0 ifa#b
for every choice of a,b € 3, and therefore
1 .
3T S UpXUp =D M XTI, = &(X) (4.17)

we{-1,1}* aEY

for every X € L(X). This demonstrates that ® is a mixed-unitary channel,
as required. O

Example 4.7 The completely dephasing channel A € C(X) defined on
any complex Euclidean space X = C* is an example of a pinching channel,
as it is defined according to Definition 4.4 by the collection of projection
operators {E,q : a € X}. By Proposition 4.6, it follows that A is a mixed-
unitary channel.

Environment-assisted channel correction
Mixed-unitary channels have an alternative characterization based on the
notion of environment-assisted channel correction, which is as follows.
Let ® € C(X) be a channel, represented in Stinespring form as

B(X) = Trz(AX A% (4.18)

for all X € L(X), for some choice of a complex Euclidean space Z and an
isometry A € U(X, X ® Z). Environment-assisted channel correction refers
to the existence of an alphabet X, a collection of channels

{¥, : a € ¥} C CX), (4.19)
and a measurement u : ¥ — Pos(Z), for which the equation
X =) Uy(Trz((la ® pla)) AX A¥)) (4.20)
ags

holds for all X € L(X).

An interpretation of the equation (4.20) is as follows. One imagines that
a register X contains a quantum state p € D(X). The action of the mapping
X — AXA* has the effect of encoding this state into the state of the pair
(X, Z), for Z being a second register. By discarding the register Z, the register
X is left in the state ®(p), which may potentially be quite different from p.
In essence, the register Z represents an “environment,” to which some part
of the encoding of p may have escaped or leaked. The measurement p on Z,
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followed by the application of ¥, to X (for whichever outcome a € ¥ resulted
from the measurement), is viewed as an attempt to correct X, so that it is
transformed back into p. The equation (4.20) represents the situation in
which a perfect correction of this sort is accomplished.

The following theorem implies that a perfect correction of the sort just
described is possible if and only if ® is a mixed-unitary channel.

Theorem 4.8 Let A € U(X,X®Z) be an isometry, for complex Euclidean
spaces X and Z, and let ® € C(X) be the channel defined by

B(X) =Trz(AXA") (4.21)
for all X € L(X). The following two statements are equivalent:

1. ® is a mized-unitary channel.

2. There exists an alphabet X, a measurement p : X — Pos(Z), and a
collection of channels {U, : a € ¥} C C(X) for which

X =) Uy(Trz((lx ® p(a))AX A¥)) (4.22)
acx

for all X € L(X).
Proof Assume first that statement 1 holds, so that

O(X)=> pla)U, XU (4.23)
a€s

for every X € L(X), for some choice of an alphabet ¥, a collection of unitary
operators {U, : a € ¥} C U(X), and a probability vector p € P(X). There
is no loss of generality in assuming |3| > dim(Z); one may add any finite
number of elements to X, take p(a) = 0, and choose U, € U(X) arbitrarily
for the added elements, maintaining the validity of the expression (4.23). By
this assumption, there must exist a collection {v, : a € £} C Z of vectors
for which

> vgvf =1z. (4.24)
acx

Fix such a collection, and define operators {4, : a € ¥} C L(X) as
As=(1xr@u))A (4.25)
for each a € X. It holds that

D(X) =Trz(AXA") =) AXA; (4.26)

a
a€y
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for every X € L(X). Therefore, by Corollary 2.23, there must exist a unitary
operator W € U(C¥) such that

v/p(a)Uy = Z W (a,b)Ay (4.27)
bex

for every a € X.
For each symbol a € ¥, define a vector u, € Z as

Ugq = Z W (a, b)vy, (4.28)
bex

and define p : ¥ — Pos(Z) as p(a) = uqu for each a € ¥. Because W is a
unitary operator, it holds that

Z ula) = Z W (a, b)W (a, c)vpv; = Z woy =1z, (4.29)
a€x a,b,cex bex
and therefore 1 is a measurement. Also define a collection {¥,, : a € £} of
channels as
U, (X)=U;XU, (4.30)
for every X € L(X) and a € X.
Now, it holds that

Ty @up)A=> W(a,b)A, = \/p(a)Ua, (4.31)
bex
and therefore
Trz((1x ® p(a))AXA*) = p(a)U, XU, (4.32)

for each a € X. It follows that
> U (Trz((la ® p(a) AXA*)) = > pla)UiU XUUs = X (4.33)
aex aex

for all X € L(X). Statement 1 therefore implies statement 2.
Next, assume statement 2 holds. For each a € ¥, define ®, € CP(X) as

Do(X) = Trz((1y @ p(a)) AX A¥) (4.34)
for all X € L(X). Also let
{Agp:aeX, bel'}l and {B,p:acX bel} (4.35)

be collections of operators in L(X), for a suitable choice of an alphabet T',
yielding Kraus representations

Uo(X) =D ApXA;, and @4(X) =) B..XBj, (4.36)
bel’ cel
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for all @ € ¥ and X € L(X). (Taking a common alphabet I" as an index
set for these representations is only done to simplify notation and causes
no loss of generality; one is free to include the zero operator among the
Kraus operators of either map any number of times.) By the assumption
that statement 2 holds, one has

D WPy =Ty, (4.37)
a€y

so the Choi representations of the two sides of (4.37) must agree:

Z Z vec(Aq,pBa,c) vec(AqpBa,c)” = vec(ly) vec(Ly)*. (4.38)
a€X b,cel’

There must therefore exist a collection {agpc : a € 3, b,c € T'} of complex
numbers for which the equation

Aa7bBa,c = aa,b,c]l/'\f' (439)

holds for all @ € ¥ and b, ¢ € T'. This collection must also evidently satisfy

the constraint
S aap? =1 (4.40)

a€X b,cel
Consequently, one has
D laapel? Lo =Y By A yAuyBae = B; Bae (4.41)
bel’ bel

for every @ € ¥ and ¢ € T, owing to the fact that each mapping ¥, is a
channel. For every a € ¥ and ¢ € I' it must therefore hold that

Ba,c = Ba,cUa,c (442)

for some choice of a unitary operator U, . € U(X) and a complex number
Ba,c € C satisfying

|5a,0|2 = Z‘aa,b,cP« (4.43)
bel
It follows that
D(X) =D 0u(X) =D pla,0)Us XU, (4.44)
acx acy cel’

for p € P(X x I) being the probability vector defined as p(a,c) = |Bq.|* for
each a € ¥ and ¢ € I'. The channel @ is therefore mixed unitary, so it has
been proved that statement 2 implies statement 1. O
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Mized-unitary channels and Carathéodory’s theorem

Every mixed-unitary channel ® € C(X) is, by definition, an element of the
convex hull of the set of unitary channels. Using Carathéodory’s theorem
(Theorem 1.9), one may obtain upper-bounds on the number of unitary
channels that must be averaged to obtain any mixed-unitary channel. The
following proposition proves one bound along these lines.

Proposition 4.9 Let X be a complex Euclidean space, let n = dim(X),
and let ® € C(X) be a mized-unitary channel. There exists a positive integer
m satisfying

m<nt*—2n2+2, (4.45)
a collection of unitary operators {Un,...,Un} C U(X), and a probability
vector (p1,...,Pm) such that
m
O(X) = pUp XU} (4.46)
k=1

for all X € L(X).

Proof Consider the linear map E : Herm(X ® X') — Herm (X @ X) defined
by the equation

(4.47)

S(X oY) = <Tr(X)Y 0 )

0 Tr(Y)X

for all X,Y € Herm(X), and fix any orthogonal basis {1, Hy,...,H,2_;} of
Herm(X') that contains the identity operator. It holds that

E(H; ® Hy) =0 (4.48)
for every choice of j,k € {1,...,n? — 1}, while the operators
S(1®Hy), =(H,®1), and E(1®1), (4.49)

ranging over all choices of k € {1,...,n? — 1}, are all nonzero and pairwise
orthogonal. The kernel of = is therefore equal to the subspace spanned by
the orthogonal collection

{H; ® Hy, : 1 <j,k<n®—1}. (4.50)
In particular, the dimension of the kernel of the mapping Z is

(n* —1)2=n*—2n% + 1. (4.51)
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Next, consider any unitary operator U € U(X), and let Uy € C(X) be the
unitary channel defined as Uy (X) = UXU* for every X € L(X). Evaluating
the mapping = defined above on the Choi representation of ¥y yields

E(J(Py)) = E(vec(U) vec(U)*) = (]é g) . (4.52)

The Choi representation of Wy is therefore drawn from an affine subspace
of Herm(X ® &) having dimension n* — 2n? + 1.

Because ® is a mixed-unitary channel, the Choi representation J(®) of
® is contained in the convex hull of those operators of the form J(¥y), for
U ranging over the set of unitary operators U(X). It therefore follows from
Carathéodory’s theorem that

J(®) = ika(\Ika) (4.53)
k=1

for some choice of a positive integer m satisfying (4.45), unitary operators
Ui,...,Un € U(X), and a probability vector (p1,...,pm). Equivalently,

m
O(X) = pUnXU; (4.54)

k=1
for all X € L(X), for the same choice of m, Uy,..., Uy, and (p1,...,Pm),
which completes the proof. O

A similar technique to the one used in the proof above may be used to
obtain an upper bound on the number of channels, drawn from an arbitrary
collection, that must be averaged to obtain a given element in the convex
hull of that collection. As a corollary, one obtains a different (and often
better) bound on the number of unitary channels that must be averaged to
obtain a given mixed-unitary channel.

Theorem 4.10 Let X and ) be complex Euclidean spaces, let A C C(X,Y)
be any nonempty collection of channels, and let ® € conv(A) be a channel
in the convex hull of A. There exists a positive integer

m < rank(J(®))?, (4.55)

a probability vector (p1, . ..,pm), and a selection of channels ¥q,...,V,, € A
such that

S =p1V1+- - +pnUn. (456)
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Proof Let r = rank(J(®)) and let II be the projection operator onto the
image of J(®). Define a linear map

Z:Herm(Y @ X) > Herm(Cd (Y @ X) @ (Y ® X)) (4.57)
Tr(H) 0 0

=(H) = 0 (1-IDH(1 -1I) (1 -I)HI (4.58)
0 IH(1 - 1I) 0

for each H € Herm(Y ® X). It holds that Z(H) = 0 for precisely those
Hermitian operators H satisfying

H =T1IHII and Tr(H)=0, (4.59)
and therefore the kernel of = has dimension r% — 1.
Let
B={VeA:im(J(V)) Cim(J (D))}, (4.60)

and observe that ® € conv(B), by virtue of the fact that ® € conv(A). For
each channel ¥ € B it holds that

00
=gy = o o0 of. (4.61)
0 0

There is therefore an affine subspace of Herm() ® X) of dimension 72 — 1
that contains J(¥), for every ¥ € B. As J(®) is a convex combination of
operators in this affine subspace, it follows from Carathéodory’s theorem
that there exists an integer m < (r2 — 1) + 1 = 72, a selection of channels
Uy,..., ¥, € BC A, and a probability vector (p1,...,pm) such that

J(@) =p1J (V1) + - + pmd (Urm). (4.62)
The equation (4.62) is equivalent to (4.56), which completes the proof. [

Corollary 4.11 Let X be a complex Euclidean space and let ® € C(X) be
a mived-unitary channel. There exists a positive integer m < rank(J(®))2,
a selection of unitary operators Uy, ..., Uy, € U(X), and a probability vector
(p1,.-.,Pm) such that

O(X) = pUpXUj (4.63)
k=1
for all X € L(X).
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4.1.2 Weyl-covariant channels

This section concerns Weyl-covariant channels, which are a class of unital
channels that relate (in multiple ways) to a collection of operators known as
discrete Weyl operators.

Discrete Weyl operators

For every positive integer n, the set Z, is defined as
Zy ={0,...,n—1}. (4.64)

This set forms a ring, with respect to addition and multiplication modulo n,
and whenever elements of Z,, appear in arithmetic expressions in this book,
the default assumption is that the operations are to be taken modulo n.

The discrete Weyl operators are a collection of unitary operators acting
on X = CZ%», for a given positive integer n, defined in the following way.!
One first defines a scalar value

omi
¢= exp<ﬂ>, (4.65)
n
along with unitary operators
U= > Eere and V=Y (Fee. (4.66)
CELn CELn

For each pair (a,b) € Z,, x Zy, the discrete Weyl operator W € U(X) is
then defined as

W =UVY, (4.67)
or equivalently as
Wa,b = Z CbcEa+c,c~ (468)
CELn

Example 4.12 For n = 2, the discrete Weyl operators (in matrix form)

are given by
1 0 1 0
Wo,0 = <0 1) . Woi= (0 1) ;

0 1 0 -1
WLO—(l O)’ VV1,1—<1 O)'

1 It is sometimes convenient to extend the definition of the discrete Weyl operators from
complex Euclidean spaces of the form X = C%n to arbitrary complex Euclidean spaces
X = C*, simply by placing ¥ in correspondence with Z,, for n = |2], in some fixed but
otherwise arbitrary way.

(4.69)



4.1 Subclasses of unital channels 213
Equivalently,
Woo=1, Woi1=o0,, Wig=o0,, Wi1=—ioy, (4.70)

where

01 0 —i 1 0
UI<1 0>7 Jy(i 0>7 and Uz<0 _1> (4.71)

are the Pauli operators.

It holds that

UV=> (Eerr. and VU= (“E. ., (4.72)
CELn CEZm

from which the commutation relation
VU =(UV (4.73)

follows. Identities that may be derived using this relation, together with
straightforward calculations, include

Wap =Wap, Way=C"W_gp, and Wi, =C"W_,p  (4.74)
for all a,b € Zj,, and
WasWea = CWatepra = 7 WeaWayp (4.75)

for all a,b,¢,d € Zy,.
From the equation

Z cac _ {n ifa=0 (4.76)

ez, 0 ifae{l,....n—1}

it follows that

if (a,b) = (0,0
r]}'(Wa’b): no1 (a7 ) ( ) ) (477)
0 otherwise.
Combining this observation with (4.75) yields
n if (a,b) = (¢, d
Wap Weg) = 11 @0 =00 (@79
0 if (a,b) # (c,d)
for all a,b,c,d € Z,,. The set
1
{ﬁwa,b : (a,b) € Tn X Zn} (4.79)
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therefore forms an orthonormal set. Because the cardinality of this set is
equal to the dimension of L(X), it therefore forms an orthonormal basis for
this space.

The discrete Fourier transform operator F € U(X), defined as

1
F=—= 3 ("Eu, (4.80)
\/ﬁ a,b€Zn
has a special connection with the discrete Weyl operators. The fact that F'
is unitary may be verified by a direct calculation:

1
F'F=— % (9E,=3 By=1. (4.81)
a,b,cEZLy, bELn
It may also be verified that FU = VF and F'V = U*F, from which it follows
that

FW,p = ¢ Wy F (4.82)

for all a,b € Z,.

Weyl-covariant maps and channels
A map & € T(X), for X = C% as above, is a Weyl-covariant map if it
commutes with the action of conjugation by every discrete Weyl operator,
as the following definition makes precise.

Definition 4.13 Let X = C%» for n a positive integer. A map ® € T(X)
is a Weyl-covariant map if

D(Wop XWy) = Wap (X)W, (4.83)

a

for every X € L(X) and (a,b) € Z,, X Zy. If, in addition to being a Weyl-
covariant map, ® is a channel, then ® is said to be a Weyl-covariant channel.

From this definition it follows that the set of Weyl-covariant maps of the
form ® € T(X) is a linear subspace of T(X); for any two Weyl-covariant
maps @, ¥ € T(X) and scalars «, 5 € C, the map a® + SV is also Weyl
covariant. It follows from this observation that the set of Weyl-covariant
channels of the form ® € C(X) is a convex subset of C(X).

The next theorem provides two alternative characterizations of Weyl-
covariant maps. One characterization states that a map is Weyl covariant if
and only if each discrete Weyl operator is an eigenoperator of that map.?
The other characterization states that a map is Weyl covariant if and only

2 The term eigenoperator should be interpreted in the natural way, which is an operator
analogue of an eigenvector for a linear map that acts on a space of operators.
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if it is a linear combination of conjugations by discrete Weyl operators. The
two characterizations are related by the discrete Fourier transform operator.

Theorem 4.14 Let X = C% for a positive integer n, and let ® € T(X)
be a map. The following statements are equivalent:

1. ® is a Weyl-covariant map.
2. There exists an operator A € L(X) such that

O(Wap) = Ala, b)Wap (4.84)
for all (a,b) € Zpn X Zn,.
3. There exists an operator B € L(X) such that
O(X)= Y Bla,b)Wa, XWy, (4.85)

a,b€Zn,

for all X € L(X).

Under the assumption that these three statements hold, the operators A and
B in statements 2 and 3 are related by the equation

AT =nF*BF. (4.86)
Proof Assume @ is a Weyl-covariant map and consider the operator
Waps®Wap), (4.87)
for (a,b) € Zy,, X Zy, chosen arbitrarily. For every choice of (¢,d) € Zy X Zn,
it holds that
Wa s @(Wa )W g = W W We a®(Wap) WSy
= W sWEa@WeaWa oW, g) = WEWa , @(Wa s WeaWe g) (4.88)
=W Wy ®(Wap),

where the second equality has used the Weyl covariance of ® and the third
equality has used the fact that

WeaWap = aWayWeq and Wi W, =aW: Wi, (4.89)
for v = ¢*@=b¢_ Tt follows that
(Wap®(Wap), Wial =0 (4.90)

for all (¢,d) € Zp x Zy. As the set of all discrete Weyl operators forms a
basis for L(X), it must therefore hold that W5y ®(Wap) commutes with all
operators in L(X), and is therefore equal to a scalar multiple of the identity
operator.
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As this is true for every choice of (a,b) € Zy X Zy, it follows that one may

choose an operator A € L(X) so that

Wa v ®(Wap) = A(a, b)1, (4.91)
and therefore

(W,p) = Ala, b)Wep, (4.92)
for all (a,b) € Zy, X Zy,. Statement 1 therefore implies statement 2.

The reverse implication, that statement 2 implies statement 1, is implied
by the commutation relation (4.75). In greater detail, suppose statement 2
holds, and let (a,b) € Z,, X Z,,. For each pair (¢,d) € Z,, X Zy, one has

O(WasWeaWip) = 10 (Wea) = Ale, d)¢" ™ Weg (193)
= Alc, d)meWadW;,b = Wa,b@(Wc,d)W;,bv .

and therefore, again using the fact that the discrete Weyl operators form a
basis for L(X), one has

O(WapXWeap) = Wap®(X)Wey (4.94)

for all X € L(X) by linearity.
Now assume statement 3 holds for some choice of B € L(X). Using the
commutation relation (4.75) once again, it follows that

d(Wea)= Y. Bla,b)WayWeaWiy= > ¢ “Bla,b)Weq (4.95)
a,b€EZLy, a,b€EZn,

for every pair (¢,d) € Zy, X Zy. Choosing A € L(X) so that

Ale,d) = > ¢ Bla,b) (4.96)

a,b€Zn
for all (¢,d) € Zy, X Zy,, which is equivalent to A = (nF*BF)7, one has that
D(Wea) = Alc, d)Weq (4.97)

for all (¢,d) € Zy, X Z,,. Statement 3 therefore implies statement 2, with the
operators A and B being related as claimed.

Finally, assume statement 2 holds for some choice of A € L(X), and
define B = %FATF*. By a similar calculation to the one used to establish
the previous implication, one has

@(chd) = A(C, d)WQd

= 3 B )Wy = S Bla,b)WayWeaWs,  (499)
a,bEZLn a,bEZLn
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for every pair (¢,d) € Zy X Zyp, and therefore

®(X)= Y Bla,b)Wa, XWg, (4.99)
=

for all X € L(X) by linearity. Statement 2 therefore implies statement 3,
where again A and B are related as claimed. O

Corollary 4.15 Let X = C% for a positive integer n, and let ® € C(X) be
a Weyl-covariant channel. There exists a probability vector p € P(Zn X Zy,)
such that

O(X)= Y pla,b)WepXW5, (4.100)
a,b€Ly,

for all X € L(X). In particular, it holds that ® is a mized-unitary channel.
Proof By Theorem 4.14, there exists an operator B € L(X) such that

O(X)= > Bla,b)WapXW;, (4.101)
a,b€ln

for all X € L(X). It follows that

J(®) = Z B(a, b) vec(W, ) vec(Wq )", (4.102)
a,b€Zn

which is a positive semidefinite operator given the assumption that ® is
completely positive. This implies that B(a,b) is nonnegative for every pair
(a,b) € Zp, X Znp, by virtue of the fact that the vectors

{vee(Wyp) : a,b e Zy} (4.103)
form an orthogonal set. It holds that

Te(®(X)) = > B(a,b) Tr(Wep XWiy) = > B(a,b) Tr(X) (4.104)
a,b€Zn a,b€EZLy

for every X € L(X), and therefore

> Bla,b) =1 (4.105)

a,bEZLn

by the assumption that ® preserves trace. Defining p(a,b) = B(a,b) for
every pair (a,b) € Z, x Z,, one has that p is a probability vector, which
completes the proof. O
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Completely depolarizing and dephasing channels

The completely depolarizing channel Q € C(X) and the completely dephasing
channel A € C(X) are defined, for any choice of a complex Euclidean space
X = C¥, as follows:

Q(X) = Tr(X)

= Gm) A =D X(a.0)Ea, (4.106)

acx

for all X € L(X) (q.v. Section 2.2.3). In the case that the complex Euclidean
space X takes the form X = CZ~ for a positive integer n, these channels are
both examples of Weyl-covariant channels.

The fact that the completely depolarizing channel is a Weyl-covariant
channel follows from the observation that

_ {Wa,b if (a,0) = (0,0) (4.107)

or equivalently Q(W, ) = Eoo(a,b)Wyy, for every (a,b) € Zy X Zy. Thus,
by Theorem 4.14, together with the observation that

1 1
—FEooF* = — Y Eay, (4.108)
n n a,b€Zn
one has that
1
QX) == Y Wa XW5, (4.109)
n a,b€Zn

for all X € L(X). An alternative way to establish the validity of (4.109) is
to observe that the Choi operator of the map defined by the right-hand side
of that equation is in agreement with the Choi operator of 2:

1 L1 B
— Y vec(Wap) vee(Way)* = “ly@ly = J(). (4.110)

a,b€Zn

As mentioned in the footnote on page 212, one may translate the notion
of a discrete Weyl operator from a space of the form C%" to an arbitrary
complex Euclidean space C* through any fixed correspondence between the
elements of 3 and Z, (assuming n = |X|). It follows that the completely
depolarizing channel 2 € C(X) is a mixed-unitary channel for any choice
of a complex Euclidean space X = C¥, as it is equal to the Weyl-covariant
channel defined above with respect to any chosen correspondence between
3 and Z,.
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The completely dephasing channel is a Weyl-covariant channel, as is
evident from the observation that

Weap ifa=0
AW =4 ™0 (4-111)
’ 0 if a # 0,
or equivalently A(Wq ) = A(a, b)W,; for
A=Y E.. (4.112)

CELn,

for all (a,b) € Zy, X Zy. By Theorem 4.14, together with the observation
that FATF* = A, it follows that

1
AX) == Wo XWg, (4.113)
n CELn
for all X € L(X).

4.1.3 Schur channels

Schur channels, which are defined as follows, represent another interesting
subclass of unital channels.

Definition 4.16 Let X = C* be a complex Euclidean space, for ¥ an
alphabet. A map ® € T(X) is said to be a Schur map if there exists an
operator A € L(X) satisfying

P(X)=A0X, (4.114)
where A ® X denotes the entry-wise product of A and X:
(A® X)(a,b) = A(a,b) X (a,b) (4.115)

for all a,b € X. If, in addition, the map ® is a channel, then it is said to be
a Schur channel.

The following proposition provides a simple condition under which a given
Schur map is completely positive (or, equivalently, positive).

Proposition 4.17 Let ¥ be an alphabet, let X = C*, let A € L(X) be an
operator, and let ® € T(X) be the Schur map defined as ®(X) = A X for
all X € L(X). The following statements are equivalent:

1. A is positive semidefinite.
2. ® is positive.
3. @ is completely positive.
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Proof Suppose A is positive semidefinite. It holds that
J(@)= > ®(Eup) @ Egp= >, Ala,b)Eap ® Egp = VAV*  (4.116)

a,bex a,bex
for Ve U(X, X ® X) being the isometry defined as
V=> (ea®ea)ey. (4.117)
acy

This implies that J(®) is positive semidefinite, so ® is completely positive
by Theorem 2.22. It has been proved that statement 1 implies statement 3.

Statement 3 trivially implies statement 2 as every completely positive map
is positive.

Finally, assume that ® is positive. The operator X € L(X) whose entries
are all equal to one (i.e., X(a,b) = 1 for all a,b € X) is positive semi-
definite. By the positivity of @, it therefore holds that ®(X) = A is positive
semidefinite. Statement 2 therefore implies statement 1, which completes
the proof. O

In a similar spirit to the previous proposition, the following proposition
provides a simple condition under which a given Schur map preserves trace
(or, equivalently, is unital).

Proposition 4.18 Let ¥ be an alphabet, let X = C*, let A € L(X) be an
operator, and let ® € T(X) be the Schur map defined as

P(X)=A0X (4.118)
for all X € L(X). The following statements are equivalent:
1. A(a,a) =1 for every a € X.

2. ® preserves trace.
3. ® is unital.

Proof Suppose A(a,a) =1 for every a € X. It follows that & is unital, as
P(1)=A01l=>Y Ala,a)Ese= Y Euqo=1. (4.119)
a€Xl a€y
It also follows that ® preserves trace, as

Tr(®(X)) = Z(A ©® X)(a,a)

acx

=Y A(a,a)X(a,a) = > X(a,a) = Tr(X)

acx aex

(4.120)

for all X € L(X).
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The assumption that ® preserves trace implies that
A(a,a) =Tr(A(a,a)Eqq) = Tr(®(Eqq)) = Tr(Eyq) =1 (4.121)

for all a € ¥. Statements 1 and 2 are therefore equivalent.
Finally, the assumption that ® is unital implies
> A(a,0)Eqq =0(1) =1=)  Eqq, (4.122)
a€y a€EX

and therefore A(a,a) =1 for every a € . Statements 1 and 3 are therefore
equivalent. O

Completely positive Schur maps may alternatively be characterized as the
class of maps having Kraus representations consisting only of equal pairs of
diagonal operators, as the following theorem states.

Theorem 4.19 Let ¥ be an alphabet, let X = C= be the complex Euclidean
space indezed by ¥, and let ® € CP(X) be a completely positive map. The
following statements are equivalent:

1. ® is a Schur map.
2. There exists a Kraus representation of ® having the form
D(X) =) AXA; (4.123)
acl
for some alphabet T, such that A, € L(X) is a diagonal operator for
each a € T.

3. For every Kraus representation of ® having the form (4.123), A, is a
diagonal operator for each a € I.

Proof Suppose first that ® is a Schur map, given by
P(X)=P0OX (4.124)

for all X € L(X), for some operator P € L(X'). By the assumption that & is
completely positive, Proposition 4.17 implies that P is positive semidefinite.
As was computed in the proof of that proposition, the Choi representation
of @ is given by

J(®) =VPV* (4.125)
for
V=" (e ®ep)e. (4.126)
bex

Consider an arbitrary Kraus representation of ® having the form (4.123),
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for some alphabet I' and a collection {A, : @ € T'} C L(X) of operators. As
the Choi representation of the map defined by the right-hand side of that
equation must agree with (4.125), it holds that

Z vec(Ag) vec(4,)* = VPV, (4.127)
acl’
and therefore
vec(A,) € im(V) = span{e, ® e : b€ X} (4.128)

for every a € I'. This is equivalent to the condition that A, is diagonal for
every a € I', and so it has been proved that statement 1 implies statement 3.

Statement 3 trivially implies statement 2, so it remains to prove that
statement 2 implies statement 1. For a Kraus representation of ® having
the form (4.123), where T" is an alphabet and {A, : a € '} is a collection
of diagonal operators, let {v, : @ € I'} C X be the collection of vectors
satisfying A, = Diag(v,) for each a € T, and define

P =3 v, (4.129)
acl
A calculation reveals that
POX =3 > X(bc)vab)valc) Epe =) AcXA; (4.130)
a€l b,cexs acl’

for every X € L(X). It has therefore been proved that ® is a Schur map, so
statement 2 implies statement 1 as required. O

4.2 General properties of unital channels

This section proves a few basic facts holding for unital channels in general.
In particular, the extreme points of the set of all unital channels defined
with respect to a given space are characterized, and properties relating to
fixed-points and norms of unital channels are established.

4.2.1 Extreme points of the set of unital channels

Theorem 2.31 provides a criterion through which one may determine if a
given channel ® € C(X) is an extreme point of the set of all channels C(X').
Theorem 4.21, stated below, establishes that a similar criterion holds when
the set C(X) is replaced by the set of all unital channels

(B eC(X) : d(1y) =Ty} (4.131)
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Indeed, the criterion for extremal unital channels will follow directly from
Theorem 2.31, together with an embedding of the set (4.131) into the set of
all channels of the form C(X @ X).

Assume that a complex Euclidean space X has been fixed, and define an
operator

VeELX@X,(XdX)® (X X)) (4.132)
by the equation
X 0
V vee(X) = vec (0 XT> (4.133)

holding for all operators X € L(X). It may be verified that V*V = 2L ygx.
For every map ® € T(X), define ¢(®) € T(X & X) to be the unique map
for which the equation

J(p(®)) = VI(®)V* (4.134)

holds, and observe that the mapping ¢ : T(X) — T(X & X)) defined in this
way is linear and injective. If ® € T(X) is defined by a Kraus representation

D(X)=> A XB}, (4.135)
acey

then it holds that
Xoo Xo1\ _ A, O Xoo Xo1\ (Bas O '
9(®) (XLO X1,1> N aez; ( 0 Al)\Xio Xia 0 B] (4.136)

is a Kraus representation of ¢(®). The following observations concerning the
mapping ¢ : T(X) — T(X @ X) may be verified:

1. A map ® € T(X) is completely positive if and only if ¢(®) € T(X ® X)
is completely positive.

2. A map ® € T(X) is both trace preserving and unital if and only if
@(®) € T(X @ X) is trace preserving.

In particular, ® € C(X) is a unital channel if and only if ¢(®) € C(X & X)
is a channel. In this case, ¢(®) will also happen to be unital.

Lemma 4.20 Let X be a complex Euclidean space, let ® € C(X) be a
ungtal channel, and let ¢(®) € C(X & X) be the channel defined from ® by
the equation (4.134). It holds that ® is an extreme point of the set of all
unital channels in C(X) if and only if ¢(P) is an extreme point of the set of
channels C(X & X).

224 Unital channels and majorization

Proof Suppose first that ® is not an extreme point of the set of all unital
channels in C(X), so that

=AU+ (1 -\, (4.137)

for distinct unital channels ¥y, ¥y € C(X) and a scalar A € (0,1). As the
mapping ¢ is linear and injective, it therefore holds that

B(®) = Ap(Wo) + (1 = A)p(¥), (4.138)

which is a proper convex combination of distinct channels. This implies that
¢(®) is not an extreme point of the set of channels C(X & X).

Suppose, on the other hand, that ¢(®) is not an extreme point of the set
of channels C(X & X), so that

B(®) = A + (1= N)F, (4.139)

for distinct channels =y, Z; € C(X & X) and a scalar A € (0,1). Taking the
Choi representations of both sides of this equation yields

VI(@)V*=AJ(Z) + (1 —N)J(E1). (4.140)
It therefore follows from Lemma 2.30 that
J(Eo) = VQ()V* and J(El) = Vle* (4.141)

for some choice of positive semidefinite operators Qp, @1 € Pos(X ® X).
Letting Wy, U1 € T(X) be the maps defined by

J(T) =Qy and J(Uy)=Q, (4.142)
one has
Zo=¢(¥g) and Zp = ¢(Vy). (4.143)

As Zp and Z; are distinct channels, it follows that ¥y and ¥, are distinct
unital channels. It holds that

B(P) = Ap(Wo) + (1 — A\)p(¥1) (4.144)
and therefore
D =AUg+ (1 —\)Vy, (4.145)

which implies that ® is not an extreme point of the set of all unital channels

in C(X). O
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Theorem 4.21 Let X be a complex Fuclidean space, let ® € C(X) be
unital channel, let ¥ be an alphabet, and let {A, : a € ¥} C L(X) be
linearly independent set of operators satisfying

a
a

D(X)=> A XA (4.146)
acex

for all X € L(X). The channel ® is an extreme point of the set of all unital
channels in C(X) if and only if the collection

AA, 0
{( bo AaAZ> . (a,b) € 2 x 2} (4.147)

of operators is linearly independent.

Proof By Lemma 4.20, the channel ® is an extreme point of the set of
unital channels in C(&X) if and only if the channel ¢(®) is an extreme point
of the set C(X @ X), for ¢ : T(X) — T(X @ X) being the mapping defined
by the equation (4.134). By Theorem 2.31, it follows that ¢(®) is an extreme
point of the set of channels C(X @ &) if and only if

{(AZOAa A,Sﬂ) : (a,b) € 2 x 2} (4.148)

is a linearly independent collection of operators. Taking the transpose of
the lower-right-hand block, which does not change whether or not the set
is linearly independent, it follows that ¢(®) is an extreme point of the set
C(X @ X) if and only if the set (4.147) is linearly independent. O

Unital qubit channels are mized unitary

There exist non-mixed-unitary unital channels, as shown in Example 4.3.
The existence of such channels, however, requires that the underlying space
has dimension at least 3; when Theorem 4.21 is combined with the following
lemma, one concludes that every unital qubit channel is mixed unitary.

Lemma 4.22 Let X be a complex Fuclidean space and let Ag, A1 € L(X)
be operators such that

AfAg + ATAL = Ty = Ao Al + AL AL (4.149)

There exist unitary operators U,V € U(X) such that VAU* and VA, U*
are diagonal operators.
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Proof Tt suffices to prove that there exists a unitary operator W € U(X)
such that the operators WAy and W A; are both normal and satisfy

[W Ao, WA;] =0, (4.150)

for then it follows by Theorem 1.5 that one may choose U so that UW AqU*
and UW A;U* are diagonal, and then take V = UW.

Let Uy, Uy € U(X) and Py, Py € Pos(X) be operators providing the polar
decompositions Ay = UpPy and A; = U P, and let W = Uj. It holds that
WAy = Py, which is positive semidefinite and therefore normal. To verify
that W A; is normal, observe that the assumption (4.149) implies

U\ PRU; =1 — UgPU; and P? =1 - P}, (4.151)
and therefore

(WA (WA = UsULPEUT Uy = Ui (1 — Ug PEU) Uy

4.152
=1- P} = P} = PLU;UULUL P, = (WA;)* (W Ay). ( )

It remains to prove that the operators WAy and W A; commute. It follows
from the equation P? = 1 — P? that P¢ and P? commute. As Pg and P} are
commuting positive semidefinite operators, it therefore holds that Py and
P, commute. Substituting P? =1 — Pg into the equation

U\ PEUT =1 - UgPEU;, (4.153)
one finds that
Uy PU; = U, PRUT, (4.154)
and therefore, by taking the square root of both sides of this equation,
UoPoUs = UL RyUY. (4.155)

This implies that
PyUsU = UgU P, (4.156)

and therefore Py and UjU; commute. It follows that
(WAy)(WAy) = BUsULP, = UiU1 PLPy = (WA ) (W Ay), (4.157)
and so WAy and W A; commute as required. O

Theorem 4.23 Let X be a complex Fuclidean space with dim(X) = 2.
Every unital channel ® € C(X) is a mized-unitary channel.
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Proof The set
{2 eC(X): ¢(1y) =1x} (4.158)

of unital channels, defined with respect to the space X, is both compact
and convex; both of these properties are consequences of the fact that this
set is equal to the intersection of the compact and convex set C(X) with
the (closed) affine subspace of all maps ® € T(X) satisfying ®(1x) = 1.
As this set is compact and convex, Theorem 1.10 implies that it is equal
to the convex hull of its extreme points. To complete the proof, it therefore
suffices to establish that every unital channel ® € C(X) that is not a unitary
channel is not an extreme point of the set (4.158).

Toward this goal, let & € C(X) be an arbitrary unital channel, and let
{As : a € ¥} C L(X) be a linearly independent collection of operators
satisfying

D(X) =D A XA (4.159)
acy
for all X € L(X). One has that ® is a unitary channel if and only if |¥| =1,
so it suffices to prove that ® is not an extreme point of the set (4.158)
whenever |X| > 2.

By Theorem 4.21, the channel ® is an extreme point of the set (4.158) if

and only if

{(AEOAa AaOAZ> : (a,b) €T x 2} CL(XeX) (4.160)

is a linearly independent collection of operators. There are two cases that
must be considered: the first case is that |X| > 3 and the second case is that
3] = 2.

For the first case, one has that the collection (4.160) includes at least 9
operators drawn from the 8-dimensional subspace

X 0
{(0 Y) :X,YeL(X)}. (4.161)

Thus, if |X]| > 3, then the collection (4.160) cannot be linearly independent,
and therefore ® is not an extreme point of the set (4.158).

It remains to consider the case |3| = 2. There is no loss of generality in
assuming ¥ = {0,1} and X = C*. By the assumption that ® is unital and
preserves trace, it holds that

AfAg + ATAL = Ty = Ag Al + AL AL (4.162)
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By Lemma 4.22, there must exist unitary operators U,V € U(X) such that
VAyU* and VA U* are diagonal operators:

VAU* = apEoo + BoEnt,

(4.163)
VAU = Oqu,() -+ ﬁlEl,L
The following equations therefore hold for every choice of a,b € X:
ApAy = a oy U EooU + B. 5, U E11 U,
_ (4.164)

AAp = aq@V* Eo oV + BV E11V.

The set (4.160) is therefore contained in the subspace spanned by the set of
operators

U*EgoU 0 U*Ei .U 0
T ) T L | SRR

The collection (4.160) contains 4 operators drawn from a two-dimensional
space, and therefore cannot be linearly independent. This implies that the
channel ® is not an extreme point of the set (4.158), which completes the
proof. O

4.2.2 Fized-points, spectra, and norms of unital channels

Every channel of the form ® € C(X) must have at least one density operator
fixed point, meaning a density operator p € D(X) satisfying

D(p) = p. (4.166)

One may see this fact as a consequence of the Brouwer fixed-point theorem,
which states that every continuous function mapping a compact, convex set
in a Euclidean space to itself must have a fixed point. The full power of the
Brouwer fixed-point theorem is, however, really not needed in this case; the
fact that channels are linear maps allows for a simpler proof. The following
theorem establishes this fact in slightly greater generality, for any positive
and trace-preserving map ¢ € T(X).

Theorem 4.24 Let X be a complex Euclidean space and let ® € T(X) be a
positive and trace-preserving map. There exists a density operator p € D(X)
such that ®(p) = p.

Proof For each nonnegative integer n, define a map ¥,, € T(X) as

U, (X) = — i d*(X) (4.167)
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for each X € L(X), and define a set

Co = {Wa(p) : p€D(X)}. (4.168)
As @ is linear, positive, and trace preserving, the same is true of ¥,,, and so
it follows that C, is a compact and convex subset of D(X’). By the convexity
of the set C,, it holds that

V(o) = 5Walp) + 29, (97'(p)) € C, (4.169)

2 2

for every p € D(X), and therefore Cp11 C Cp, for every n. As each C, is
compact and C,41 C C, for all n, it follows that there must exist an element

pelCNCin--- (4.170)

contained in the intersection of all of these sets.
Now, fix any choice of p satisfying (4.170). For an arbitrary nonnegative
integer n, it holds that p = ¥, (o) for some choice of o € D(X), and therefore

9"(0) -0
oo
As the trace distance between two density operators cannot exceed 2, it
follows that

(p) — p = (W (o)) — V(o) (4171)

1#(0) ~ oll, < s (4.172)

This bound holds for every n, which implies || ®(p) — p||1 = 0, and therefore
®(p) = p as required. O

There is, of course, no difficulty in proving the existence of a density
operator fixed point of a unital channel: if ® € C(X) is a unital channel,
then w = 1y /dim(X) is a density operator fixed point of ®. What is more
interesting is the fact that the collection of all operators X € L(X) satisfying
®(X) = X forms a unital subalgebra of L(X'), as the following theorem
implies.

Theorem 4.25 Let X be a complex Fuclidean space and let & € C(X) be
a unital channel. Also let ¥ be an alphabet and let {A, : a € ¥} C L(X) be
a collection of operators satisfying

D(X) =) AXA; (4.173)
aey

for all X € L(X). For every X € L(X) it holds that ®(X) = X if and only
if [X, Ag] =0 for every a € X.
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Proof 1If X € L(X) is an operator for which [X, A,] = 0 for every a € 3,
then
D(X) =) AXA;=> XA,A,=X0(1) =X, (4.174)
) a€x

where the last equality follows from the assumption that ® is unital.
Now suppose that X € L(X) is an operator for which ®(X) = X, and
consider the positive semidefinite operator

STIX, Ad) [X, Al (4.175)
acy

Expanding this operator and using the assumptions that ® is unital and
®(X) = X (and therefore ®(X*) = ®(X)* = X*, as ® must be Hermitian
preserving), one has

D IX, Al [X, Al

acx
= 3 (XA, — AX) (43X - X747
acx
= Z(XAU/AZX* _ AaXAZX* 7XAaX*A:; +AQXX*AZ) (4176)
agx
= (I)(XX*) — XX*.

As @ is a channel, and is therefore trace preserving, it holds that the trace of
the operator represented by the previous equation is zero. The only traceless
positive semidefinite operator is the zero operator, and therefore

D IX, Al [X, Ad]F = 0. (4.177)
a€X
This implies that each of the terms [X, A,] [X, Aq]* is zero, and therefore
each operator [X, A,] is zero. O

For any channel of the form ® € C(X), for X being a complex Euclidean
space, one has that the natural representation of ® is a square operator of
the form K(®) € L(X ® X). The following proposition establishes that the
spectral radius of K(®) is necessarily equal to 1.

Proposition 4.26 Let X be a complex Euclidean space and let ® € T(X)
be a positive and trace-preserving map. The spectral radius of K(®) is equal
to 1.

Proof By Theorem 4.24, there must exist a density operator p € D(X) such
that ®(p) = p, which implies that K (®) has an eigenvalue equal to 1.
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It remains to prove that every eigenvalue of K (®) is at most 1 in absolute
value, which is equivalent to the statement that |A| < 1 for every choice of
a nonzero operator X € L(X) and a complex number A € C satisfying

(X) = AX. (4.178)

Suppose that X € L(X) is a nonzero operator and A € C is a scalar satisfying
(4.178). By Corollary 3.40, it holds that ||®||; = 1, and therefore

[2X)]: _ IAX]h
1> = = Al (4.179)
X 1l (R

The required bound on A holds, which completes the proof. O

While the spectral radius of the natural representation K(®) of every
channel ® € C(X) must equal 1, the spectral norm of K (®) will not generally
be 1. As the following theorem establishes, this happens if and only if ® is a
unital channel. Similar to Theorem 4.24 and Proposition 4.26, the property
of complete positivity is not needed in the proof of this fact, and so it holds
not only for channels, but for all positive and trace-preserving maps.

Theorem 4.27 Let X be a complex FEuclidean space and let € T(X) be
a positive and trace-preserving map. It holds that ® is unital if and only if
[K(®)]| =1.

Proof Assume first that ® is a unital map. It is evident that || K(®)| > 1,
as Proposition 4.26 has established that the spectral radius of K (®) is 1, and
the spectral norm of any square operator is at least as large as its spectral
radius. It therefore suffices to prove that || K(®)|| < 1, which is equivalent
to the condition that

[@(X) |2 < [ X2 (4.180)
for all X € L(X).
Consider first an arbitrary Hermitian operator H € Herm(X'). Let
n
H=> MNewpay (4.181)
k=1
be a spectral decomposition of H, for n = dim(X), and let
pr = P(zpay) (4.182)

for each k € {1,...,n}. One has that p1,..., p, are density operators, as a
consequence of the fact that ® is positive and preserves trace. Moreover, as
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® is unital, it follows that p; + - -- 4+ p, = 1. It holds that

[@(H) |3 = [[Aror+ -+ Mapals = Y AAulps, on)- (4.183)
1<j.k<n

The Cauchy—Schwarz inequality implies that

Z Aj Al ps, ok)

1<j,k<n

< S0 M) | DD A%(Pﬁﬂk)Z;Ai:HHH;v

1<), k<n 1<jk<n

(4.184)

where the first equality has followed from the fact that py +---+ p, = 1.
It has therefore been established that ||®(H)||2 < ||H ||2 for all Hermitian
operators H € Herm(X).

Now consider any operator X € L(X), written as X = H 4+ iK for

X+ X* X - X*
being Hermitian operators, and observe that
2 2 2
HX”Q = HHH2 + HKH2 (4.186)
As @ is necessarily Hermitian preserving, one finds that
1R(X)[; = [|@(H) + () |, = [|(H) [, + [ ()|l (4.187)

Therefore
2 2 2 2 2 2
19002 = o) |2+ |} #(8)[2 < |72+ | K2 = X2 (@.158)
50 [|®(X)]l2 < || X ||2. It has therefore been proved that if ® is unital, then
1K (®)[| = 1.
Now suppose that || K(®)| = 1, which is equivalent to the condition that
|2(X)]l2 < || X2 for every X € L(X). In particular, it must hold that

o), <L), = vn, (4.189)

for n = dim(X’). As ® is positive and preserves trace, one has that ®(1) is
positive semidefinite and has trace equal to n. When these observations are
combined with the Cauchy—Schwarz inequality, one finds that

n=Tr(d(1)) = (1,8(1)) < || 1]|, | @1, < n. (4.190)

Equality is therefore obtained in the Cauchy—Schwarz inequality, implying
that ®(1) and 1 are linearly dependent. As Tr(1) = Tr(®(1)), it follows
that ®(1) and 1 must in fact be equal, and therefore ® is unital. O
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4.3 Majorization

This section introduces the majorization relation for Hermitian operators,
which is a generalization of a similar concept for real vectors. Intuitively
speaking, the majorization relation formalizes the notion of one object being
obtained from another through a certain sort of “random mixing process.”

One may formalize the majorization relation, both for real vectors and
for Hermitian operators, in multiple, equivalent ways. Once formalized, it is
a very useful mathematical concept. In the theory of quantum information,
majorization has a particularly striking application in the form of Nielsen’s
theorem (Theorem 6.33 in Chapter 6), which gives a precise characterization
of the possible transformations between bipartite pure states that may be
performed by two individuals whose communications with one another are
restricted to classical information transmissions.

4.3.1 Majorization for real vectors

The definition of the majorization relation for real vectors to be presented in
this book is based on the class of doubly stochastic operators. A discussion of
such operators follows, after which the majorization relation for real vectors
is defined.

Doubly stochastic operators

Let X be an alphabet, and consider the real Euclidean space R*. An operator
A € L(R¥) acting on this vector space is said to be stochastic if

1. A(a,b) > 0 for all a,b € 3, and
2. Y aex Ala,b) =1for allb e X.

This condition is equivalent to Aey, being a probability vector for each b € X,
or equivalently, that A maps probability vectors to probability vectors.
An operator A € L(R¥) is said to be doubly stochastic if

1. A(a,b) >0 for all a,b € 3,
2. Yaex Aa,b) =1 for all b € X, and
3. e A(a,b) =1 foralla € 3.

That is, an operator A is doubly stochastic if and only if both A and AT
(or, equivalently, both A and A*) are stochastic, which is equivalent to the
condition that every row and every column of the matrix representation of
A forms a probability vector.
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Doubly stochastic operators have a close relationship to permutation
operators. For each permutation m € Sym(X), one defines the permutation
operator V; € L(R¥) as

1 ifa=m(b)

0 otherwise (4.191)

Va(a,b) = {
for every (a,b) € ¥ x X. Equivalently, V; is the unique operator satisfying
the equation Vie, = er@p) for each b € 3. It is evident that permutation
operators are doubly stochastic. The next theorem establishes that the set
of all doubly stochastic operators is, in fact, equal to the convex hull of the
permutation operators.

Theorem 4.28 (Birkhoff-von Neumann theorem) Let 3 be an alphabet
and let A € L(R®) be an operator. It holds that A is doubly stochastic if and
only if there exists a probability vector p € P(Sym(X)) such that

A= Y pm)Vr. (4.192)
TeSym(X)

Proof The set of all doubly stochastic operators acting on R* is convex
and compact, and is therefore equal to the convex hull of its extreme points
by Theorem 1.10. The theorem will therefore follow from the demonstration
that every extreme point of this set is a permutation operator. With this
fact in mind, let A be a doubly stochastic operator that is not a permutation
operator. It will be proved that A is not an extreme point of the set of doubly
stochastic operators, which is sufficient to complete the proof.

Given that A is doubly stochastic but not a permutation operator, there
must exist at least one pair (a1,b1) € ¥ x ¥ such that A(a1,b1) € (0,1). As
>y A(ar,b) =1 and A(ay,b1) € (0,1), one may conclude that there exists
an index be # by such that A(ai,b2) € (0,1). Applying similar reasoning,
but to the first index rather than the second, it follows that there must exist
an index ag # aj such that A(ag,b2) € (0,1). Repeating this argument, one
may eventually find a closed loop of even length among the entries of A
that are contained in the interval (0, 1), alternating between the first and
second indices (i.e., between rows and columns). A loop must eventually be
formed, given that there are only finitely many entries in the matrix A; and
an odd-length loop can be avoided by an appropriate choice for the entry
that closes the loop. This process is illustrated in Figure 4.1.

Let € € (0,1) be equal to the minimum value over the entries in a closed
loop of the form just described, and define B to be the operator obtained by
setting each entry in the closed loop to be +¢, alternating sign among the
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(as,bs) = —>| (a2,b3) (az,b2)
: 1,
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Figure 4.1 An example of a closed loop consisting of entries of A that are
contained in the interval (0, 1). The loop is indicated by the dashed arrows.

entries as suggested in Figure 4.2. All of the other entries in B are set to 0.
Finally, consider the operators A+ B and A — B. As A is doubly stochastic
and the row and column sums of B are all 0, it holds that both A + B and
A — B also have row and column sums equal to 1. As ¢ was chosen to be
no larger than the smallest entry within the chosen closed loop, none of the
entries of A + B or A — B are negative, and therefore A — B and A + B
are doubly stochastic. As B is nonzero, it holds that A+ B and A — B are
distinct. Thus,

A:%(A+B)+%(A—B) (4.193)

is a proper convex combination of doubly stochastic operators, and therefore
not an extreme point of the set of doubly stochastic operators. O

Definition and characterizations of majorization for real vectors

A definition of the majorization relation for vectors of real numbers, based
on the actions of doubly stochastic operators, is as follows.

Definition 4.29 Let ¥ be an alphabet and let u,v € R® be vectors. It is
said that u majorizes v, written v < wu, if there exists a doubly stochastic
operator A € L(R¥) for which v = Au.
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Figure 4.2 The operator B. All entries besides those indicated are 0.

By the Birkhoff-von Neumann theorem (Theorem 4.28), one may view this
definition as formalizing the sort of “random mixing process” suggested at
the beginning of the current section. An operator A is doubly stochastic if
and only if it is equal to a convex combination of permutation operators,
so the relation v < w holds precisely when v can be obtained by randomly
choosing a permutation m € Sym(X), with respect to a chosen distribution
p € P(Sym(X)), shuffling the entries of u in accordance with the chosen
permutation m, and then averaging the resulting vectors with respect to p.

The following theorem provides two alternative characterizations of the
majorization relation for real vectors. The statement of the theorem makes
use of the following notation: for every vector « € R* and for n = |%|, one
writes

r(u) = (ri(u),...,rm(w)) (4.194)

to denote the vector obtained by sorting the entries of u in decreasing order.
In other words, one has

{u(a) : a € T} ={ri(u),...,rmu)}, (4.195)

where the equality considers the two sides of the equation to be multisets,
and moreover r1(u) > -+ > ry(u).
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Theorem 4.30 Let ¥ be an alphabet and let u,v € R*. The following
statements are equivalent:

1. v<u.
2. Forn = |%|, one has

ri(u)+ -+ rm(u) > ri() + - 4 (o) (4.196)
for every choice of m € {1,...,n— 1}, as well as
ri(u)+ -+ rpu) =ri(v) + -+ rp(v). (4.197)

3. There exists a unitary operator U € U(C®) such that, for the doubly
stochastic operator A € L(R*) defined as

A(a,b) = |U(a,b)? (4.198)
for all a,b € X, one has v = Au.

Proof Assume first that statement 1 holds, so that there exists a doubly
stochastic operator A € L(R¥) such that Au = v. It will be proved that

Z u(a) = Z v(a), (4.199)
a€eX a€yl
and that, for every subset S C X, there exists a subset T C ¥ such that
|S| =|T| and
Z u(a) > Z v(a). (4.200)
a€T a€esS

This will imply statement 2; the condition (4.199) is equivalent to (4.197),
while (4.200) implies (4.196) when one considers the case that S comprises
the indices of the m largest entries of v, for each m € {1,...,n—1}. The first
condition (4.199) is immediate from the assumption that A is stochastic:

Z v(a) = Z(Au)(a) = Z A(a,b)u(b) = Z u(b). (4.201)
aex aeX a,bexs bex

To prove the second condition, observe first that the Birkhoff~von Neumann
theorem (Theorem 4.28) implies that

A= > p(m)Vy (4.202)
meSym(X)

for some choice of a probability vector p € P(Sym(X)). For an arbitrary
choice of a subset S C X, the expression (4.202) implies that

Z v(a) = Z(Au)(a) = Z p(m) Z u(b). (4.203)

a€eS a€esS mESym(X) ber—1(S)
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A convex combination of a collection of real numbers cannot exceed the
maximal element in that set, and therefore there must exist a permutation
m € Sym(X) such that

> ulb) = > vla). (4.204)
ber—1(S) acS
As |m71(9)| = |9|, the inequality (4.200) has been proved for a suitable
choice of an index set T. It has therefore been proved that statement 1
implies statement 2.

Next it will be proved that statement 2 implies statement 3, which is the
most difficult implication of the proof. The implication will be proved by
induction on n = |%|, for which the base case n = 1 is trivial. It will therefore
be assumed that n > 2 for the remainder of the proof. As the majorization
relationship is invariant under renaming and independently reordering the
indices of the vectors under consideration, there is no loss of generality in
assuming that ¥ = {1,...,n}, that uw = (u1,...,u,) satisfies ug > -+ > up,

and that v = (v1,...,v,) satisfies v1 > -+ > v,.
Under the assumption that statement 2 holds, it must be the case that
w1 > vy > uy, for some choice of k € {1,...,n}. Fix k to be minimal among

all such indices. There are two cases: k =1 and k& > 1.
If it is the case that k = 1, then u; = vy, from which it follows that

U+t Un 2 V2t Uy (4.205)
for every m € {2,...,n — 1}, as well as
Ug 4+ Uy =Vg+ -+ Uy (4.206)

Define vectors @ = (ug,...,un) and y = (v2,...,v,). By the hypothesis of
induction, there must therefore exist a unitary operator V', whose entries are
indexed by the set {2,...,n}, having the property that the doubly stochastic
operator B defined by

B(a,b) = |V (a,b)|? (4.207)

foralla,b € {2,...,n} satisfies y = Bx. Taking U to be the unitary operator

10
U= (0 V) (4.208)

A(a,b) = |U(a, b)|? (4.209)

and letting A be defined by

for all a,b € {1,...,n}, one has that v = Au, as required.
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If it is the case that & > 1, then uy > v > ug, and so there must exist
a real number A € [0,1) such that v1 = Aug + (1 — A)ug. Define vectors

T = (x27'~'axn) andy= (927---7yn) as
x = (ug,y...,up—1, (1 = Nug + Aug, Ugt1, .-, Un),
y=(va,...,0n).

For m € {2,...,k — 1} it holds that

(4.210)

Tot - Tym=us+ -+ Uy >(m—1)vy >ve+ -+ Uy, (4.211)
by virtue of the fact that k is the minimal index for which v; > wy. For
m € {k,...,n} it holds that

12+...+mm

=1 =MNur +ug+ -t up—1 + g+ U1+ U (4.212)
=urt+-FUp—V1 201+ Uy VL=Vt F U,

with equality when m = n. By the hypothesis of induction, there must
therefore exist a unitary operator V, whose entries are indexed by the
set {2,...,n}, having the property that the doubly stochastic operator B
defined by

B(a,b) = |V(a,b)? (4.213)

for every a,b € {2,...,n} satisfies y = Bx. Let W be the unitary operator
defined by

W€1 = \/Xel —V 1— >\6k,

Wey, = V1 — et + Ve, (4.214)
and We, = e, for a € {2,...,n}\{k}, and let
U= (; 8) W, (4.215)
The entries of U may be calculated explicitly:
U(1,1) =V U(a,1) = —V1—AV(a, k)
U(Lk)=V1-2X Ula, k) = VAV (a, k) (4.216)
U(1,b) =0 U(a,b) = V(a,b)

fora € {2,...,n}and b € {2,...,n}\{k}. Letting A be the doubly stochastic
operator defined by

A(a,b) = |U(a,b)|? (4.217)

240 Unital channels and majorization

for every a,b € {1,...,n}, one obtains an operator whose entries are given
by
A1, 1) =X A(a,1) = (1 = N)B(a, k)
A(lE)=1- A A(a, k) = AB(a, k) (4.218)
A(1,6) =0 A(a,b) = B(a,b)

forae{2,...,n}and b € {2,...,n}\{k}. Equivalently,

1 0
A= <0 B) D, (4.219)

for D being the doubly stochastic operator defined by
Dey = dep + (1 — Neg,

(4.220)
Dejp = (1 — Ney + Aeg,
and De, = e, for a € {2,...,n}\{k}. It holds that
Du = (”1> (4.221)
x
and therefore
_ () _
Au = (Bm) = . (4.222)

It has therefore been proved that statement 2 implies statement 3.

The final step is to observe that statement 3 implies statement 1, which
is trivial, as the operator A determined by statement 3 must be doubly
stochastic. O

Remark In light of the equivalence between the first and third statements
in Theorem 4.30, it is natural to ask if every doubly stochastic operator
A € L(R¥) is given by A(a,b) = |U(a,b)|? for some choice of a unitary
operator U € U(C¥). This is not the case: the operator

1 011
A=g|1 01 (4.223)
110

in L(R3) is an example of a doubly stochastic operator that cannot be derived
from a unitary operator in this fashion. Indeed, if A is to be derived from a

unitary operator U € U(C?), then U must take the form

1 0 a2 7
U=— a3 0 ﬁl (4.224)
V2 B3 B2 0O
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for aq, as, as, 81, B2, and B3 complex numbers on the unit circle. However,
if U is unitary, then it must hold that

la1? + |az]? o1 f1 2fy
1=U0U"= 3 a1 las|? + |51 asfs . (4.225)
[eye)) a3fs |Ba|? + |85/

This is impossible, as none of the off-diagonal entries of the operator on the
right-hand side of (4.225) can equal zero for aq, a9, as, 51, B2, and B3 being
complex numbers on the unit circle.

4.3.2 Majorization for Hermitian operators

The majorization relation for Hermitian operators will now be defined. This
relation inherits the essential characteristics of its real vector analogue; and
similar to its real vector analogue, it may be characterized in multiple ways.
After a discussion of its alternative characterizations, two applications of
majorization for Hermitian operators will be presented.

Definition and characterizations of majorization for Hermitian operators

In analogy to the intuitive description of the majorization relation for real
vectors suggested previously, one may view that one Hermitian operator
X majorizes another Hermitian operator Y if it is the case that Y can be
obtained from X through a “random mixing” process. One natural way
to formalize the notion of “random mixing” for Hermitian operators is to
consider mixed-unitary channels to be representative of such processes. The
following definition adopts this viewpoint.

Definition 4.31 Let X,Y € Herm(X) be Hermitian operators, for X a
complex Euclidean space. It is said that X majorizes Y, written ¥ < X, if
there exists a mixed-unitary channel ® € C(X) for which ®(X) =Y.

There is, a priori, no reason to prefer Definition 4.31 over one possible
alternative, in which the condition that ® is mixed unitary is replaced by
the condition that @ is a unital channel. This is indeed a natural alternative
because unital channels are, in some sense, analogous to doubly stochastic
operators acting on real Euclidean spaces, while mixed-unitary channels are
analogous to convex combinations of permutation operators. The failure of
a direct quantum analogue to the Birkhoff-von Neumann theorem to hold
is responsible for this apparent difference between two possible definitions
of majorization for Hermitian operators.
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The following theorem demonstrates that these two alternatives are, in
fact, equivalent. The theorem also provides two additional characterizations
of the majorization relation for Hermitian operators.

Theorem 4.32 (Uhlmann) Let X,Y € Herm(X) be Hermitian operators,
for X a complex Euclidean space. The following statements are equivalent:

1. Y <X.

2. There exists a unital channel ® € C(X) such that Y = ®(X).

3. There exists a positive, trace-preserving, and unital map ® € T(X) such
that Y = ®(X).

4. MY) < MX).

Proof Under the assumption that statement 1 holds, there exists a mixed-
unitary channel ® € C(X) such that Y = ®(X). Such a channel is necessarily
unital, and therefore statement 1 trivially implies statement 2. As every
unital channel is positive, trace preserving, and unital, statement 2 trivially
implies statement 3.

Now assume that statement 3 holds. Let n = dim(X'), and let

n

n
X =Y NX)zai and Y = (V) yrvi (4.226)
j=1 k=1

be spectral decompositions of X and Y, respectively. As ®(X) = Y, one
concludes that

Me(Y) =D N(X) g ® (25 ) ye (4.227)

J=1
for each k € {1,...,n}. Equivalently, A(Y) = AN(X) for A € L(R™) being
the operator defined as

Ak, ) = yr®(z;25)ye (4.228)

for every j,k € {1,...,n}. Each entry of A is nonnegative by the positivity
of ®; by the fact that ® preserves trace, it holds that

M=

Ak,j) =1 (4.229)

b
Il
—_

for each j € {1,...,n}; and by the fact that ® is unital, it holds that

Ak,j) =1 (4.230)
1

n

<

for each k € {1,...,n}. The operator A is therefore doubly stochastic, so
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that A(Y) < A(X). It has therefore been proved that statement 3 implies
statement 4.

Finally, assume A\(Y) < A(X). Again consider spectral decompositions of
X and Y as in (4.226). One may conclude from Theorem 4.28 that there
exists a probability vector p € P(S,) such that

= > p(m)VaA(X). (4.231)
TESn
By defining a unitary operator
Ur =Y Yn(jZ} (4.232)
j=1
for each permutation = € S, = Sym({1,...,n}), one has that
Z p(m) U, XU.
TESH
n (4.233)
=3 > p(mN Xy Vi) = Z MYV gy =
Jj=1lmes,

It therefore holds that ¥ < X, and so statement 4 implies statement 1,
which completes the proof. O

Two applications of Hermitian operator majorization

The theorems that follow offer a sample of the applications of majorization
for Hermitian operators. The first theorem, whose proof makes essential use
of Theorem 4.32, provides a precise characterization of those real vectors
that may be obtained as the diagonal entries of a given Hermitian operator
with respect to an arbitrary choice of an orthonormal basis.

Theorem 4.33 (Schur-Horn theorem) Let X be a complex Euclidean
space, let n = dim(X), and let X € Herm(X) be a Hermitian operator.
The following two implications, which are converse to one another, hold:

1. For every orthonormal basis {x1,...,x,} of X, the vector v € R™ defined
by v(k) = x5 Xy for each k € {1,...,n} satisfies v < A\(X).

2. For every vector v € R™ satisfying v < AM(X), there exists an orthonormal
basis {x1,...,xn} of X for which v(k) = xf Xz, for each k € {1,...,n}.

Proof Suppose {z1,...,z,} is an orthonormal basis of X and v € R" is
defined as v(k) = z; Xxy, for each k € {1,...,n}. Define a map ® € T(X)
as

n
(YY) =D zpaYaay (4.234)
k=1
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for every operator Y € L(X), and observe that ® is a pinching channel. By
Proposition 4.6, it follows that ® is a mixed-unitary channel. One therefore
has ®(X) < X, which implies A\(®(X)) < A(X) by Theorem 4.32. As

d(X) = i v(k)zpar, (4.235)
k=1
it is evident that
spec(®(X)) = {v(1),...,v(n)}, (4.236)
or equivalently that
AMP(X)) = Vyo (4.237)

for a permutation operator V; that has the effect of ordering the entries of
v from largest to smallest:

(Vzo)(1) > -+ > (Vzo)(n). (4.238)
It follows that v < A(X), as is required to establish the first implication.
Now suppose v € R" is a vector satisfying v < A(X), and let

X = zn: )\k(X)ukuz (4.239)

be a spectral decomposition of X. By Theorem 4.30, the assumption that
v < A(X) implies that there exists a unitary operator U € U(C") such that,
for A € L(R™) defined by

A, k) = UG, k)? (4.240)
for j,k € {1,...,n}, one has v = AN(X). Define V € U(X,C") as

=" exuj, (4.241)
k=1
and let
zp = VUV, (4.242)

for each k € {1,...,n}. The operator V*U*V € U(X) is a unitary operator,
implying that {z1,...,2,} is an orthonormal basis of X. It holds that

wiXay =) Uk, j)PA1(X) = (ANX))(k) = v(k), (4.243)
j=1
which establishes the second implication. O
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The next theorem, representing a second application of majorization for
Hermitian operators, characterizes the collection of probability vectors that
are consistent with the representation of a given density operator as a
mixture of pure states.

Theorem 4.34 Let X be a complex Euclidean space, let p € D(X) be a
density operator, let n = dim(X), and let p = (p1,...,pn) be a probability
vector. There exists a collection of (not necessarily orthogonal) unit vectors
{u1,...,un} C X such that

n
p= Z PrURUE, (4.244)
k=1
if and only if p < A(p).
Proof Assume first that
n
p=3 e (4.245)
k=1

for a collection {us,...,u,} C X of unit vectors. Define A € L(C", X) as

A=Y bk uer, (4.246)
k=1

and observe that AA* = p. It holds that

ATA=30% ik (ks ug) B (4.247)
j=1k=1
and therefore
ci A" Aey = pi (4.248)

for every k € {1,...,n}. By Theorem 4.33, this implies p < \(A*A). As
AMA*A) = MAA¥) = Ap), (4.249)

it follows that p < A(p). One of the required implications of the theorem has
therefore been proved.
Now assume that p < A(p). By Theorem 4.33, there exists an orthonormal
basis {z1,...,2,} of X with the property that
Pk = TpT (4.250)
for each k € {1,...,n}. Let
Yk = /P (4.251)
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and define
Th iy £ 0
wp = { 10 (4.252)
z ifyk =0
for each k € {1,...,n}, where z € X is an arbitrarily chosen unit vector.
One has that
s ll* = (Ve v/prx) = xppey = p, (4.253)

for each k € {1,...,n}, and therefore

n

n n
Zpkukuz = Z YkYp = Z VPTETEA/P = p. (4.254)
k=1 k=1

k=1

This proves the other required implication of the theorem. O

4.4 Exercises

Exercise 4.1 Let A be a complex Euclidean space with dim(&’) = 3 and
let @ € C(X) be a Schur channel. Prove that ® is a mixed-unitary channel.

Exercise 4.2 For every positive integer n > 2, define a unital channel
o, € C(C") as
Tr(X)1, - X'
D,(X) = % (4.255)
n—

for every X € L(C™), where 1,, denotes the identity operator on C". Prove
that ®,, is not mixed unitary when n is odd.

A correct solution to this exercise generalizes Example 4.3, but a different
argument will be needed than the one in that example when n > 5.

Exercise 4.3 Let n be a positive integer, let X = C%, let
{Wap 1 a,beZy} CUX) (4.256)

be the set of discrete Weyl operators acting on X, and let & € C(X) be a
channel. Prove that the following two statements are equivalent:

1. ® is both a Schur channel and a Weyl-covariant channel.
2. There exists a probability vector p € P(Z,) such that

(X)) =Y p(a)WoXWg, (4.257)
a€ly

for all X € L(X).
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Exercise 4.4 Let X be a complex Euclidean space and let ® € T(X) be
a Hermitian-preserving map. Prove that the following two statements are
equivalent:

1. ® is positive, trace preserving, and unital.
2. ®(H) < H for every Hermitian operator H € Herm(X).

Exercise 4.5 Let X be a complex Euclidean space, let p € D(X) be a
density operator, let p = (p1,...,pm) be a probability vector, and assume
p1 > p2 > -+ > pmy. Prove that there exist unit vectors wuy,...,uy, € X
satisfying

m
o= pn (4:258)
k=1
if and only if
prtpE < M) + -+ k(o) (4.259)

for all k satisfying 1 < k < rank(p).
A correct solution to this problem generalizes Theorem 4.34, as m need
not coincide with the dimension of X.

Exercise 4.6 Let X be a complex Euclidean space, let n = dim(X), and
let ® € C(X) be a unital channel. Following the conventions discussed in
Section 1.1.3 of Chapter 1, let s1(Y) > -+ > s,(Y) denote the singular
values of a given operator Y € L(X), ordered from largest to smallest,
and taking sp(Y) = 0 when k > rank(Y’). Prove that, for every operator
X € L(X), it holds that

s1(X)+ -+ 5 (X) > 51(2(X)) + - - + s (P(X)) (4.260)

for every m € {1,...,n}.

4.5 Bibliographic remarks

Unital channels are sometimes referred to as doubly stochastic maps in the
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to positive (but not necessarily completely positive), trace-preserving, and
unital maps. The extreme points of sets of unital channels were studied
by Landau and Streater (1993); the facts represented by Theorem 4.21,
Example 4.3, and Theorem 4.23 appear in that paper. Related results for
positive, trace-preserving, and unital maps had previously been discovered
by Tregub (1986), who also gave a different example of a unital (Schur)
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channel that is not mixed unitary. Another class of examples of this type
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discrete Weyl operators was considered by Holevo (1993, 1996), and the
facts represented by Theorem 4.14 may be derived from that work.

Schur (1911) proved that the positive semidefinite cone is closed under
entry-wise products—a fact now referred to as the Schur product theorem.
The entry-wise product of operators is called the Schur product, and Schur
maps are so named for this reason. The term Hadamard product is also used
sometimes to refer to the entry-wise product, and correspondingly Schur
maps are sometimes referred to as Hadamard maps. Schur maps are also
referred to as diagonal maps by some authors, as they correspond to maps
with diagonal Kraus operators (as is stated in Theorem 4.19).

Theorem 4.25 is due to Kribs (2003), whose proof made use of arguments
that can be found in the paper of Lindblad (1999). Fixed points of quantum
channels, unital channels, and other classes of completely positive maps
have also been studied by other researchers, including Bratteli, Jorgensen,
Kishimoto, and Werner (2000), Arias, Gheondea, and Gutter (2002), and
others. Theorem 4.27 is a special case of a theorem due to Perez-Garcia,
Wolf, Petz, and Ruskai (2006). (The theorem holds for a more general class
of norms, not just the spectral norm.)

The notion of majorization for real vectors was developed in the first half
of the twentieth century by mathematicians including Hardy, Littlewood,
Poélya, Schur, Radé, and Horn. Details on the history of majorization may
be found in Marshall, Olkin, and Arnold (2011). The extension of this
notion to Hermitian operators is due to Uhlmann (1971, 1972, 1973), as
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is Theorem 4.32. (See also the book of Alberti and Uhlmann (1982).) The
two implications of Theorem 4.33 were proved by Schur (1923) and Horn
(1954), respectively, and Theorem 4.34 is due to Nielsen (2000).

5

Quantum entropy and source coding

The von Neumann entropy of a quantum state is an information-theoretic
measure of the amount of randomness or uncertainty that is inherent to that
state, and the quantum relative entropy of one quantum state with respect
to another is a related measure of the degree to which the first state differs
from the second. This chapter defines these function, establishes some of
their fundamental properties, and explains their connections to the task of
source coding.

5.1 Classical entropy

The von Neumann entropy and quantum relative entropy functions are
quantum analogues of classical information-theoretic notions: the Shannon
entropy and (classical) relative entropy functions. It is appropriate to begin
the chapter with a discussion of these classical notions, as an investigation
of the mathematical properties of the von Neumann entropy and quantum
relative entropy functions builds naturally on their classical counterparts.

5.1.1 Definitions of classical entropic functions

With respect to the definition that follows, the Shannon entropy is specified
for every vector with nonnegative entries, over any real Euclidean space.
Although it is most common that this function is considered in the case
that its argument is a probability vector, it is convenient nevertheless to
extend its domain in this way.

Definition 5.1 Let ¥ be an alphabet and let u € [0,00)™ be a vector of
nonnegative real numbers indexed by Y. One defines the Shannon entropy
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of the vector u as

H(u) = — Z u(a)log(u(a)). (5.1)
a€x
u(a)>0
(Here, and throughout this book, log(a) refers to the base-2 logarithm of .
The natural logarithm of « is written In(c).)

The Shannon entropy H(p) of a probability vector p € P(X) is often
described as the amount of randomness, measured in bits, inherent to the
distribution represented by p. Alternatively, H(p) may be described as the
number of bits of uncertainty one has regarding the outcome of a random
process described by p before the outcome is learned, or as the number of
bits of information one gains as a result of learning which element a € ¥
has been produced by such a process.

In the simple case that ¥ = {0,1} and p(0) = p(1) = 1/2, for instance, it
holds that H(p) = 1. This is natural, as one would expect that the amount of
uncertainty of a uniformly generated random bit, measured in bits, would be
1 bit of uncertainty. In contrast, for a deterministic process, meaning one in
which p is an elementary unit vector, there is no randomness or uncertainty,
and no information gain when the selection is learned. Correspondingly, one
has that the entropy H(p) is zero in this case.

It is important to recognize, however, that intuitive descriptions of the
Shannon entropy, as a measure of randomness, uncertainty, or information
gain, must be viewed as representing expectations rather than absolute or
definitive measures. The following example illustrates this point.

Example 5.2 Let m be a positive integer, let
zzz{o,L.”,2m2}7 (5.2)
and define a probability vector p € P(X) as follows:

—% ifa=0

pla) = (5.3)

P if1<a<2m,

10—

m2 "
A calculation reveals that H(p) > m, and yet the outcome 0 appears with
probability 1 — 1/m in a random selection described by p. So, as m grows,
one becomes more and more “certain” that the outcome will be 0, and yet

the “uncertainty” (as measured by the entropy) increases.

This example does not represent a paradox or suggest that the Shannon
entropy is not reasonably viewed as a measure of uncertainty. If one considers
an experiment in which a very large number of elements of 3 are selected
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independently, each according to the probability vector p, then the value
H(p) indeed does correspond more intuitively to the average or expected
amount of uncertainty of each random selection.

Sometimes one speaks of the Shannon entropy of a classical register X,
with the notation H(X) being used for this purpose. This is a convenient
shorthand to be interpreted as meaning H(p), for the probability vector p
describing the probabilistic state of X at the moment under consideration.
Notations such as H(X,Y) and H(X4,...,X,) are used in place of H((X,Y))
and H((Xq,...,Xy)) when referring to the Shannon entropy of compound

registers. Along similar lines, the notation H(aq,...,as) will be used in
place of H((a1,...,a,)) when it is convenient to refer to the entropy of a
vector written as (aq, ..., ).

The relative entropy function, which is also known as the Kullback—Leibler
divergence, is closely related to the Shannon entropy. For the purposes of
this book, the primary motivation for its introduction is that it serves as a
useful analytic tool for reasoning about the Shannon entropy.

Definition 5.3 Let ¥ be an alphabet and let u,v € [0,00)* be vectors of
nonnegative real numbers indexed by ¥. The relative entropy D(ul|v) of u
with respect to v is defined as follows. If it is the case that the support of
u is contained in the support of v (i.e., u(a) > 0 implies v(a) > 0 for all
a € ), then D(u||v) is defined as
u(a)
D = 1 — . 4
(ulo) = 3 ula)tog (45) (5.4)
ags
u(a)>0

For all other choices of u and v, one defines D(u|v) = co.

Like the Shannon entropy function, the relative entropy is most typically
considered in cases where its arguments are probability vectors, but again
it is convenient to extend its domain to arbitrary nonnegative real vectors.

For a given pair of probability vectors p,q € P(X), the relative entropy
D(p|lg) may be viewed as a measure of how much p differs from ¢ in a
certain information-theoretic sense. Analytically speaking, it fails to satisfy
the requirements of being a true metric: it is not symmetric, it takes infinite
values for some pairs of inputs, and it does not satisfy the triangle inequality.
When extended to arbitrary vectors of the form w,v € [O,oo)z, it may
also take negative values. Despite these apparent shortcomings, the relative
entropy is an indispensable information-theoretic tool.

Two additional functions derived from the Shannon entropy function are

the conditional Shannon entropy and the mutual information. Both concern
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correlations between two classical registers X and Y, and are functions of the
joint probabilistic state of the pair (X,Y). The conditional Shannon entropy
of X given Y is defined as

H(X|Y) = H(X,Y) — H(Y). (5.5)

Intuitively speaking, this quantity is a measure of the expected uncertainty
regarding the classical state of X one would have upon learning the classical
state of Y. The mutual information between X and Y is defined as

I(X:Y) =H(X) + H(Y) — H(X,Y). (5.6)
This quantity can alternately be expressed as
I(X:Y) =H(Y) — H(Y|X) = H(X) — H(X|Y). (5.7)

One typically views this quantity as representing the expected amount of
information about X that one gains by learning the classical state of Y, or
(equivalently) that one gains about Y by learning the classical state of X.

5.1.2 Properties of classical entropic functions

The Shannon and relative entropy functions possess a variety of useful and
interesting properties. This section establishes several basic properties of
these functions.

Scalar analogues of Shannon entropy and relative entropy

For the purposes of establishing basic analytic properties of the Shannon
and relative entropy functions, it is helpful to define functions representing
scalar analogues of these functions. These scalar functions are to be defined
with respect to the natural logarithm rather than the base-2 logarithm, as
this will simplify some of the calculations to follow, particularly when they
make use of differential calculus.

The first function 7 : [0,00) — R, which represents a scalar analogue of
the Shannon entropy, is defined as follows:

_J—aln(a) a>0
n(e) = {0 (5.8)

a=0.

The function 7 is continuous everywhere on its domain, and derivatives of n
of all orders exist for all positive real numbers. In particular,

7' (a) = —(1 + In(a)) (5.9)
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Figure 5.1 Plots of the functions 7 and 7'

and
(=1)"(n—1)!

(n+1) () —
n" () on

(5.10)

for n > 1, for all @ > 0. Plots of the function 1 and its first derivative n’ are
shown in Figure 5.1. As the second derivative of 7 is negative for all a > 0,
one has that 7 is a concave function:

n(Aa+ (1= A)B) > An(a) + (1 = M)n(pB) (5.11)
for all a, 3> 0 and X € [0,1].
The second function @ : [0,00)2 — (—o00,0c], which represents a scalar
analogue of the relative entropy, is defined as follows:
0 ifa=0
0(a,B) = { 0 ifao>0and 8 =0 (5.12)
aln(a/f) if a>0and §>0.
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It is evident from this definition that, when restricted to positive real number
arguments «, 3 > 0, the value 0(«, 3) is negative when a < (3, zero when
«a = 3, and positive when a > .

It is useful to note that the functions 6 and 7 are related by the identity

0(c, B) = =B n(%), (5.13)

which holds for all & € [0, 00) and § € (0, 00). The function 6 is continuous
at every point («, ) for which 8 > 0. It is not continuous at any point
(cr,0), however, as every neighborhood of such a point contains both finite
and infinite values.

The following useful lemma regarding the function 6 is equivalent to a
fact commonly known as the log-sum inequality.

Lemma 5.4 Let ap, a1, Bo,f1 € [0,00) be nonnegative real numbers. It
holds that
O(ao + a1, Bo + 1) < 0(ao, Bo) + O(a1, B1). (5.14)
Proof 1If either of fy or 3 is zero, the inequality is straightforward. More
specifically, if 5y = 0 and ag = 0, the inequality is equivalent to
9(0‘1751) < e(alaﬁl)a (515)

which is trivial, while if 8y = 0 and ag > 0, the right-hand side of (5.14) is
infinite. A similar argument holds when ; = 0 by symmetry.

In the case that both Sy and 1 are positive, the inequality may be proved
by combining the identity (5.13) with the concavity of #:

9(0[0, ﬂo) + 6(0&17 ﬁl)

-~ Bo Qo b a1
= (50+Bl)|:/80+/8117(/80>+ﬁ0+51n(61):| (5.16)
> ~(60+ o) 251
= 0(ao + a1, Bo + A1),
as claimed. -

Elementary properties of Shannon entropy and relative entropy

The Shannon entropy function may be expressed in terms of the n-function

as follows:
H(u) = s 3 n(u(@). (517)
a€y

for every choice of an alphabet ¥ and a vector u € [0,00)>. As the function
7 is continuous everywhere on its domain, the Shannon entropy function is
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continuous everywhere on its domain as well. The concavity of n implies the
concavity of the Shannon entropy, as the following proposition states.

Proposition 5.5 (Concavity of Shannon entropy) Let X be an alphabet,
let u,v € [0,00) be vectors, and let X € [0,1]. It holds that

H(w+ (1= A)v) > ANH(u) + (1 — A) H(v). (5.18)

Proof By the concavity of the function 7, one has

H(w + (1 — Ao) = ﬁ S nwa(a) + (1 - A)o(a))
acy

A 1-X 5.19
> gy 2 1) + oy Lot O
= AH(u) + (1 — ) H(v),
as required. O

The next proposition states two identities that involve the Shannon
entropy of direct sums and tensor products of vectors. Both identities may
be verified through direct calculations.

Proposition 5.6 Let u € [0,00)* and v € [0,00)" be vectors, for alphabets
Y and I'. It holds that

H(u ®v) = H(u) + H(v) (5.20)

and

H(u®v) =H(u) Y v(b) +H(v) Y u(a). (5.21)

bel (IS

One may observe that, for any choice of probability vectors p € P(X) and
q € P(T), the identity (5.21) implies that

H(p®q) = H(p) + H(q). (5.22)
As a special case of the same identity, one finds that
H(ap) = aH(p) — alog(a) (5.23)

for every scalar > 0 and every probability vector p € P(X).
The relative entropy function may be expressed using the #-function as
follows:

1
m aezzﬁ(u(a), v(a)), (5.24)

for every choice of an alphabet ¥ and vectors u,v € [0,00)*. It therefore

D(ulv) =
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holds that the relative entropy function is continuous when its domain is
restricted to choices of v having only positive entries, but is not continuous
at any point (u,v) for which v has one or more zero entries.

The next proposition, which implies that the relative entropy between
any two probability vectors is nonnegative, represents one application of
Lemma 5.4.

Proposition 5.7 Let ¥ be an alphabet, let u,v € [0,00)* be vectors, and
assume that

Z u(a) > Z v(a). (5.25)
agx acx
It holds that D(ulv) > 0. In particular, D(p|lq) > 0 for all choices of
probability vectors p,q € P(X).

Proof By Lemma 5.4, it holds that

D(u|v) = ﬁ S f(u(a), v(a)) > ﬁ e(z u(a), S v(a)). (5.26)

acy a€y a€y
The proposition follows from the fact that 0(a, 8) > 0 for every choice of
nonnegative real numbers «, 8 € [0, 00) satisfying o > S. O

Remark Theorem 5.15, proved later in the present chapter, establishes a
quantitative lower-bound on the relative entropy D(pl/¢) in terms of the
1-norm distance ||p — ¢||1 between any two probability vectors p and gq.

Proposition 5.7 may be used to prove upper and lower bounds on the
Shannon entropy, as in the proof of the following proposition.

Proposition 5.8 Let X be an alphabet, let u € [0,00)> be a nonzero vector,
and let
a=">"u(a). (5.27)
a€s

It holds that

0 < H(u) + alog(a) < alog(|X)). (5.28)
In particular, it holds that 0 < H(p) < log(|X]|) for every probability vector
p € PE).

Proof First, suppose p € P(X) is a probability vector. The Shannon entropy
H(p) may be written as

1
H(p) = a% p(a) log(FG)), (5.29)
p(a)>0
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which is a convex combination of nonnegative real numbers, by virtue of the
fact that p(a) < 1 for each a € X. It follows that H(p) > 0.

Next, let ¢ € P(X) be the probability vector defined by ¢(a) = 1/|X| for
each a € ¥. One may evaluate the relative entropy D(p| ¢q) directly from its
definition, obtaining

D(pllq) = — H(p) + log(|X]). (5.30)

As p and ¢ are probability vectors, Proposition 5.7 implies that the relative
entropy D(p||¢) is nonnegative, and therefore H(p) < log(|X]).

Now consider u € [0,00)* and «, as in the statement of the proposition.
Let p € P(X) be the probability vector defined by the equation ap = u. By
(5.23), one has

H(u) = H(ap) = aH(p) — alog(w). (5.31)

Given that 0 < H(p) < log(|X]), it follows that
—alog(a) < H(u) < alog(|X]) — alog(a), (5.32)
which completes the proof. O

Remark Proposition 5.8 assumes that w is a nonzero vector, which implies
that a > 0. The inequalities stated by the proposition are trivially satisfied
for u = 0, provided one makes the interpretation 0log(0) = 0.

Proposition 5.7 may also be used to prove that the Shannon entropy
is subadditive, in the sense described by the next proposition. Intuitively
speaking, this property reflects the idea that the amount of uncertainty one
has about a compound register cannot be greater than the total uncertainty
one has about its individual registers.

Proposition 5.9 (Subadditivity of Shannon entropy) Let X and Y be
classical registers. With respect to an arbitrary probabilistic state of these
registers, it holds that

H(X,Y) < H(X) + H(Y). (5.33)

Proof Let p € P(X x T') denote an arbitrary probabilistic state of the pair
(X,Y), for ¥ and I' being the classical state sets of X and Y, respectively.
A calculation based on the definition of the relative entropy and elementary
properties of logarithms reveals the equality

D(p||p[X] ® p[Y]) = H(X) + H(Y) — H(X,Y). (5.34)

As the relative entropy of one probability vector with respect to another is
nonnegative by Proposition 5.7, the required inequality follows. O
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One may observe that Proposition 5.9 is equivalent to the statement that the
mutual information I(X:Y) between two registers is necessarily nonnegative,
or equivalently that the conditional Shannon entropy H(Y|X) of one register
Y given another register X is no larger than the (unconditional) Shannon
entropy H(Y) of the register Y alone: H(Y|X) < H(Y).

The next proposition establishes a related fact: the Shannon entropy of
a pair of classical registers (X,Y) cannot be less than the Shannon entropy
of either of the registers viewed in isolation. Equivalently, the conditional
Shannon entropy H(X]|Y) is nonnegative for all probabilistic states of the
pair (X,Y).

Proposition 5.10 Let X and Y be classical registers. With respect to an
arbitrary probabilistic state of these registers, it holds that

H(X) < H(X,Y). (5.35)

Proof Let ¥ and T" denote the classical state sets of X and Y, respectively,
and let p € P(X x I') be an arbitrary probabilistic state of (X,Y). The
logarithm is an increasing function, and therefore

log(p(a,b)) < log (Z p(a, c)) (5.36)

cel

for every pair (a,b) € ¥ x I'. It follows that

H(X,Y) ==Y p(a,b)log(p(a,b))

aceX bel
(5.37)
> <Zp(a, b)) log(zp(a, C)> = H(X),
a€X \bell cel
as required. O

Remark It should be noted that Proposition 5.10 does not carry over to
the von Neumann entropy of quantum states (cf. Theorem 5.25).

The next theorem represents a direct and straightforward application of
Lemma 5.4. A quantum analogue of this theorem, which is stated and proved
in Section 5.2.3, is not known to have nearly so straightforward a proof.

Theorem 5.11 Let ¥ be an alphabet and let ug,ui,vg,v1 € [0,00)E be
vectors of nonnegative real numbers indexed by X. It holds that

D(ug + w1 ||vo + v1) < D(ug||ve) + D(u ||v1). (5.38)
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Proof By Lemma 5.4 it holds that

D(UO —+ uq HUQ + ’Ul)

= ! Z 0 (uo(a) +ui(a),vo(a) +vi(a))
In(2) =
1 (5.39)
< > (0(uo(a), vo(a)) + O(ur(a), vi(a)))
In(2) =
= D(ug||vo) + D(uq ||v1),
as claimed. -

For all vectors u,v € [0,00)> and scalars «, 3 € [0, 00) it holds that

1
D(aul|fv) = aD(ulv) + —=<b(a, ) Y u(a), (5.40)
In(2)
acy

provided one makes the interpretation 0 - co = 0 in the case that « = 0
and D(u||v) = oo, or in the case that §(«, 3) = 0o and u = 0. This can be
verified through a direct calculation. As 6(a, ) = 0 for all a € [0,00), one

obtains the identity
D(aul||av) = aD(ul|v), (5.41)

where again it is to be interpreted that 0 - co = 0. Alternately, one may
verify that this identity holds by observing

0(aB, ay) = ab(B,7) (5.42)

for all nonnegative real numbers «, 3, € [0, 00). Through this identity, one
obtains the following corollary to Theorem 5.11.

Corollary 5.12 (Joint convexity of relative entropy) Let X be an alphabet,
let ug,uy,v,v1 € [O,oo)E be vectors of monnegative real numbers indexed
by ¥, and let A € [0,1]. It holds that

D()\U() + (1 — )\)Ul ||)\U(] + (1 — )\)Ul)

< )\D(U()HU()) =+ (1 — )\) D(u1 ||’l)1). (543)

Through a similar argument, one may prove that the relative entropy of
one vector with respect to another cannot increase under the action of any
stochastic operation performed simultaneously on the two vectors.

Theorem 5.13 Let ¥ and T be alphabets, let u,v € [0,00)> be vectors,
and let A € L(R® RY) be a stochastic operator. It holds that

D(Au|Av) < D(u]|v). (5.44)
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Proof By Lemma 5.4 along with the identity (5.42), it holds that

D(Aul|Av) = ln%Z) Z (ZA a,b)u ZA a,b)v >

acl' \bex bex
1
< gy 2 3 Ala. ) (u(b) o)
In(2) T b (5.45)
1
O(u(b),v(d))
ln( beZE
= D(ullv)
as required. O

Quantitative bounds on Shannon entropy and relative entropy

Two bounds, one concerning the Shannon entropy and one concerning the
relative entropy, will now be proved. The first bound is a quantitative form
of the statement that the Shannon entropy function is continuous on the set
of all probability vectors.

Theorem 5.14 (Audenaert) Let po,p1 € P(X) be probability vectors, for
Y being an alphabet with |X| > 2. It holds that

[H(po) — H(p1)| < Aog(|Z] — 1) + H(A, 1 = }) (5.46)
for A= %HPO —pih-

Proof The theorem holds trivially when pg = p1, so it will be assumed that
this is not the case. Let ¥y, %1 C 3 be disjoint sets defined as

Yo ={a €X : pola) >pi(a)},

(5.47)
L1 ={aeX: pola) <pi(a)},
and let vectors ug,u; € [0,1]” be defined as
_J po(a) —pi(a) ifaeX
uo(@) = { 0 otherwise, (5.48)
_ [ pi(@) —po(a) ifae
wu(a) = { 0 otherwise. (5-49)

for every a € X. It holds that py — p1 = up — u1 and ug(a)uy(a) = 0 for all
a € ¥, and moreover

Z up(a) =X = Z ui(a). (5.50)

a€y aeX
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Taking w € [0, 1]* to be defined as

w(a) = min{po(a), p1(a)} (5.51)
for every a € ¥, one finds that pg = up + w, p1 = u; + w, and
> wla)=1- A (5.52)
acx

Next, observe that the identity
(a + B)log(a + B) — alog(ar) — Blog(B)
=(a+p)H (

B ) (5.53)
a+pB a+8

holds for every choice of nonnegative real numbers a and g, assuming at
least one of them is positive (and, as is to be expected, interpreting 01log(0)
as 0 if either a or 8 is 0). Through this identity, the following two expressions
are obtained:

o(a) w(a)

H(ug) + H(w) — H(po) GEEEUPO ( (a)’po(a))’ (5.54)
uy(a) w(a)

H(uq) + H(w) QGE& pi(a (p1 @ pi(a) ) : (5.55)

In both cases, the restriction of the sums to the sets ¥y and X1 reflects the
exclusion of 0 summands. Both sums include only nonnegative summands,
and therefore

H(po) < H(uo) + H(w) and  H(p1) < H(u1) + H(w). (5.56)
By setting
ap = Z po(a) and o« = Z pi(a), (5.57)
a€Xg a€X

one has that
Y w)=ap—A and > w(a) =a;—A, (5.58)
a€Xy a€e¥

which implies that ag, a1 € [A, 1]. By the concavity of the Shannon entropy
(Proposition 5.5), the following two inequalities are obtained:

H(uo) + H(w) — H(po) < ag H(ai0 - aio) (5.59)
H(u1) + H(w) —H(p1) < H(ai1 1- O%) (5.60)



5.1 Classical entropy 263

Given that the function

o) =a H(i, 1- é) (5.61)

« «
is strictly increasing on the interval [A, 1], it follows that
0 < H(uo) + H(w) — H(po) < H(A, 1 —N), (5.62)
0 < H(w) + H(w) — H(p) < HO 1= A). '

By the triangle inequality together with (5.62), one may therefore conclude
that

[H(po) — H(p1)| — [H(uo) — H(u1)]
< [(H(po) — H(uo) — H(w)) — (H(p1) — H(u1) — H(w))| (5.63)

<HA,1-N).
To complete the proof, it suffices to prove
[H(uo) — H(u1)| < Alog(|3| - 1). (5.64)
For any alphabet I' and any vector v € [0, 00)l' with
> w(b) = A, (5.65)
bell
it holds that
—Alog(A) < H(v) < Alog(|T'[) — Alog (), (5.66)

as was demonstrated in Proposition 5.8. Given that ug and u; are supported
on disjoint subsets of ¥ and have entries summing to the same value A, it
follows that

[H(uo) — H(u1)| < Alog([T']), (5.67)

for T" being a proper subset of 3. The largest value obtained for the upper
bound occurs when I" has one fewer element than ¥, yielding the required
inequality (5.64), which completes the proof. O

The second bound, which concerns the relative entropy function, is a
quantitative form of Proposition 5.7. It lower-bounds the relative entropy
D(pol|p1), for probability vectors py and p1, by a quantity determined by
their 1-norm distance ||po — p1]1.

Theorem 5.15 (Pinsker’s inequality) Let pg,p1 € P(X) be probability
vectors, for ¥ being an alphabet. It holds that

D(pollp1) >

1 2
() po — p1|;- (5.68)
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The proof of Theorem 5.15 will make use of the following lemma, which
is equivalent to a special case of the theorem in which |X| = 2.

Lemma 5.16 For all choices of real numbers «, 8 € [0, 1] it holds that
(e, B) +0(1 — a, 1 — B) > 2(a — B)*. (5.69)

Proof The inequality in the statement of the lemma is immediate in the
case that 5 € {0,1}. In the case that o € {0,1} and § € (0, 1), the inequality
in the statement of the lemma is equivalent to

—In(B) = 2(1 - B)%, (5.70)
which can be verified using elementary calculus. It remains to consider the
case where o, 8 € (0,1). Under this assumption it may be verified that

H(Oéaﬁ) + 9(1 —aQ, 1- ﬁ)
= (n(B) +n(1 = B)) — (n(a) + (1 — a))
+(a=B)'(B) —n'(1 - B))
= f(B) = f(@) + (a = B)f'(B)

for f:[0,1] — R defined as f(v) = n(vy) + n(1 — ) for all v € [0,1]. By
Taylor’s theorem it holds that

1 2 1

5la—=B8)"f"(7) (5.72)

f(@) = F(9) + (a = ) (8) +

for some choice of v being a convex combination of @ and 8. Equation (5.72)
therefore holds for some choice of v € (0, 1). Evaluating the second derivative
of f yields

(5.71)

1 1
7y :7<7+—>, 5.73
0 =-(3+ 1 (5.73)
whereby it follows that f”(y) < —4 for all v € (0,1). This implies the
inequality (5.69), which completes the proof. O

Proof of Theorem 5.15 Define disjoint sets ¥g, %, I’ C ¥ as

Yo={a€eX : pya) >pi(a)}, (5.74)
Y1={a € : pyla) <pila)}, (5.75)
F'={aeX : pya) =pi(a)}, (5.76)
and define a stochastic operator A € L(R™ RI{O1}) as
1
A= Z EO,a —+ Z EL@ —+ 5 Z(Eoﬂ -+ El,a)- (577)
a€Xg a€X ael’
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Let
a = (Apo)(0) and S = (Ap1)(0), (5.78)
and note that
(Apo)(1) =1—a and (Ap1)(1) =1-5, (5.79)

as po and pp are probability vectors and A is stochastic. It holds that

a=f= 3 (r(a)—pi(a) = > (pia) —pola)) = %llpo —pifl;- (5.80)

a€Xo a€Yq

By Theorem 5.13 and Lemma 5.16, one finds that

D(ro 1) > D]l Apr) = o= (000 5) + 01— 1= )
(5.81)
> o= sl mf
= In(2) = om(z)Pe T Pl
as required. O

5.2 Quantum entropy

The von Neumann entropy and quantum relative entropy functions, which
may be viewed as extensions of the Shannon entropy and relative entropy
functions from nonnegative vectors to positive semidefinite operators, are
defined in this section. Fundamental properties of these functions, including
the key properties of joint convexity of the quantum relative entropy and
strong subadditivity of the von Neumann entropy, are established.

5.2.1 Definitions of quantum entropic functions

The von Neumann entropy function represents a natural extension of the
Shannon entropy function from nonnegative vectors to positive semidefinite
operators; as the following definition states, the von Neumann entropy is
defined as the Shannon entropy of a given positive semidefinite operator’s
vector of eigenvalues.

Definition 5.17 Let P € Pos(X) be a positive semidefinite operator, for
X a complex Euclidean space. The von Neumann entropy of P is defined as

H(P) = H\(P)), (5.82)

for A(P) being the vector of eigenvalues of P.
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The von Neumann entropy may also be expressed as
H(P) = —Tr (Plog(P)). (5.83)

Formally speaking, this expression assumes that the operator Plog(P) is
defined for all positive semidefinite operators P € Pos(X'), despite the fact
that log(P) is only defined for positive definite operators P. The natural
interpretation is that P log(P) refers to the operator obtained by extending
the scalar function

(5.84)

. alog(a) ifa>0
0 ifa=0

to positive semidefinite operators in the usual way (q.v. Section 1.1.3).

Similar to the Shannon entropy usually being considered for probability
vectors, it is most common that one considers the von Neumann entropy
function on density operator inputs. Also similar to the Shannon entropy,
it is convenient to speak of the von Neumann entropy H(X) of a register X,
which means the quantity H(p) for p € D(X) representing the state of X at
the moment being considered. Once again, the notation H(X,Y) is taken to
mean H((X,Y)), and likewise for other forms of compound registers.

The study of the von Neumann entropy is aided by the consideration of
the quantum relative entropy, which is an extension of the ordinary relative
entropy from vectors to positive semidefinite operators.

Definition 5.18 Let P,Q € Pos(X) be positive semidefinite operators,
for a complex Euclidean space X. The quantum relative entropy of P with
respect to Q) is defined as

{Tr(Plog(P)) ~T(Plog(Q)) if im(P) C im(Q)

D(P|@Q) = (5.85)

otherwise.

This definition is deserving of a short explanation because, as before, the
logarithm is really only defined for positive definite operators. However,
the operator Plog(Q) has a natural interpretation for positive semidefinite
operators P and () that satisfy im(P) C im(Q). The action of this operator
on the subspace im(Q) is well-defined, as @ is a positive definite operator
when restricted to this subspace, while its action on the subspace ker(Q) is
taken to be the zero operator. This interpretation is equivalent to identifying
0log(0) with 0, as the condition im(P) C im(Q) implies that P acts as the
zero operator on ker(Q). The operator Plog(P) is defined for all positive
semidefinite operators P, as was discussed previously.
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It will be convenient to make note of a concrete expression for the value
D(P||Q), assuming im(P) C im(Q). Let n = dim(X’) and suppose that

P= Z)‘J'(P) zjry and Q=Y M(Q) yrvi (5.86)
j=1 k=1

are spectral decompositions of P and Q. Let r = rank(P) and s = rank(Q),
and observe that the expressions of P and @ in (5.86) may be truncated to
r and s terms, respectively. It then holds that

D(PQ) = ZZU%ZJH ;i (P)(log(X;(P)) —log(Ax(Q))).  (5.87)

j=1k=1

The omission of the indices j € {r+1,...,n} and k € {s+1,...,n} in the
sums is consistent with the identification 0log(0) = 0 suggested above. In
particular, if k is such that A\x(Q) = 0, then it must hold that

[{j i) P25 (P) = 0 (5.88)

for all j € {1,...,n} by the assumption im(P) C im(Q). An alternative
expression for the quantum relative entropy D(P]|Q), for P and @ having
spectral decompositions (5.86), which is valid for all choices of P and @Q, is
given by

D(P|Q) =

( 25y PN (P), [, u) PAR(Q)). (5.89)
] 1k=1

The conditional von Neumann entropy and quantum mutual information

are defined in an analogous manner to the conditional Shannon entropy and

mutual information. More precisely, for two registers X and Y in a given state

of interest, one defines the conditional von Neumann entropy of X given Y
as

H(X]Y) = H(X,Y) — H(Y), (5.90)

and one defines the quantum mutual information between X and Y as

I(X:Y) = H(X) + H(Y) — H(X,Y). (5.91)

5.2.2 FElementary properties of quantum entropic functions

This section discusses elementary properties of the von Neumann entropy
and quantum relative entropy functions. Specifically, these are properties
that may be established without making essential use of the joint convexity
of the quantum relative entropy, which is proved in the section following this
one, or other equivalent statements.
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Continuity of the von Neumann entropy

The von Neumann entropy function is continuous, owing to the fact that it
is a composition of continuous functions: the Shannon entropy function is
continuous at every point in its domain, as is the function

A Herm(X) — R™, (5.92)
for n = dim(X).

Simple identities concerning quantum entropy

The three propositions that follow are stated as propositions for the sake
of convenience. They may be verified directly through the definitions of the
von Neumann entropy and quantum relative entropy functions.

Proposition 5.19 Let X and Y be complex Fuclidean spaces for which
it holds that dim(X) < dim(Y), let P,Q € Pos(X) be positive semidefinite
operators, and let V- € U(X,Y) be an isometry. It holds that

H(VPV*) =H(P) and D(VPV*|VQV*) =D(P|Q). (5.93)

Proposition 5.20 Let X and Y be complex Fuclidean spaces and let
P € Pos(X) and Q € Pos(Y) be positive semidefinite operators. It holds

that
P 0
H((O Q)) = H(P)+ H(Q) (5.94)

H(P® Q) = Tr(Q) H(P) + Tr(P) H(Q). (5.95)

and

In particular, it holds that
H(p® o) = H(p) + H(o) (5.96)
for all choices of density operators p € D(X) and o € D(}).

Proposition 5.21 Let Py, Qo € Pos(X) and P, Q1 € Pos(Y) be positive
semidefinite operators, for complex Fuclidean spaces X and ), and assume
that Py and Py are nonzero. It holds that

D(Py® P1||Qo ® Q1) = Tr(P1) D(P]|Qo) + Tr(FPo) D(P1]|Q1).  (5.97)

As a consequence of the tensor product identities in the second and third
of these propositions, one finds that the following two identities hold for
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all choices of a complex Euclidean space X, positive semidefinite operators
P,Q € Pos(X), and scalars «, 8 € (0, 00):

H(aP) = aH(P) — alog(a) Tr(P), (5.98)
D(aP|5Q) = aD(P||Q) + alog(er/B) Tr(P). (5.99)

Klein’s inequality
An analogous statement to Proposition 5.7 in the quantum setting is known
as Klein’s inequality. It implies that the quantum relative entropy function
is nonnegative for density operator inputs.

Proposition 5.22 (Klein’s inequality) Let X be a complex Euclidean
space, let P,QQ € Pos(X) be positive semidefinite operators, and assume
that Tr(P) > Tr(Q). It holds that D(P||Q) > 0. In particular, it holds that
D(p|lo) > 0 for every choice of density operators p,o € D(X).

Proof Let n =dim(X) and let

P =
J

NPz amd Q=Y M(@uwi  (5.100)
=1 k=1

be spectral decompositions of P and ). By Lemma 5.4, it holds that

D(P(Q) = ( [ PG (P), G, 9 PA(Q))

n(2 (Z| () s ( ZI (@, ye) [P A )) (5.101)

1
=——0(Tr(P), T
(g A(TP) Q)
where the sums are over all j,k € {1,...,n}. By the assumption that
Tr(P) > Tr(Q), one concludes that 8(Tr(P), Tr(Q)) > 0, which completes
the proof. O

—_

Concavity and subadditivity of von Neumann entropy
Similar to the Shannon entropy, the von Neumann entropy is concave and
subadditive, as the following two theorems establish.

Theorem 5.23 (Concavity of von Neumann entropy) Let X' be a complex
Euclidean space, let P,Q € Pos(X) be positive semidefinite operators, and
let A € [0,1]. It holds that

HOP + (1 - M)Q) > AH(P) + (1 — \) H(Q). (5.102)
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Proof A straightforward computation reveals that

P+Q
of(¢ I(F 40)-(75) s o
2

As the operators
P o PQ )
and 2 (5.104)
(0 Q) < 0 5

have the same trace, the quantity represented by (5.103) is nonnegative by
Klein’s inequality (Proposition 5.22). It therefore holds that

H(P;’Q) > = H(P)Jr%H(Q), (5.105)

which implies that the von Neumann entropy is midpoint concave on the
domain Pos(X). As the von Neumann entropy function is continuous on all
of Pos(X), it follows that it is in fact a concave function on this domain,
which completes the proof. O

Theorem 5.24 (Subadditivity of von Neumann entropy) Let X and Y be
registers. For every state of the register (X,Y), it holds that

H(X,Y) < H(X) + H(Y). (5.106)

Proof The inequality in the statement of the proposition may equivalently
be written

H(p) < H(p[X]) + H(p[Y]) (5.107)

for p € D(X ® )) denoting an arbitrary state of the pair (X,Y). Using the
formula

log(P ® Q) = log(P) ® 1 + 1 ® log(Q), (5.108)
together with the fact that
m(p) C im(p[X] @ p[Y]), (5.109)
it may be observed that
D(pllp[X] ® p[Y]) = — H(p) + H(p[X]) + H(p[Y]). (5.110)

It holds that (5.110) is nonnegative by Klein’s inequality (Proposition 5.22),
and therefore the inequality (5.107) follows. O
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Von Neumann entropy and purifications

Let X and Y be registers, and assume the compound register (X,Y) is in a
pure state uu*, for u € X ® Y being a unit vector. By means of the Schmidt
decomposition, one may write

u=> \/p(a)za®ya (5.111)
acex

for some alphabet 3, a probability vector p € P(X), and orthonormal sets
{zy : a€X} C X and {y, : a € ¥} C Y. It holds that

(uu™)[X] = Zp(a):ca.rz and (uwu™)[Y] = Z p(a) Yo, (5.112)
acx a€y
and therefore
H(X) = H(p) = H(Y). (5.113)
This simple observation, when combined with the notion of purifications of
states, provides a useful tool for reasoning about the von Neumann entropy

of collections of registers. The proof of the following theorem offers one
example along these lines.

Theorem 5.25 Let X and Y be registers. For every state of the register
(X,Y), it holds that

H(X) < H(Y) + H(X,Y). (5.114)
Proof Let p € D(X ®)) be a state of the pair (X,Y), and introduce a new
register Z whose associated complex Euclidean space Z has dimension at

least rank(p). By Theorem 2.10, there must exist a unit vector u € YQYQZ
such that

p = Trz(uu"). (5.115)

Now, consider the situation in which the compound register (X,Y,Z) is in
the pure state uu*, which is consistent with the state of (X,Y) being p by
the requirement (5.115). By the argument suggested above, one finds that

H(X) =H(Y,Z) and H(X,Y)=H(Z). (5.116)
By the subadditivity of the von Neumann entropy (Theorem 5.24), one has
H(Y,Z) < H(Y) + H(Z), (5.117)

and therefore (5.114) holds. The required inequality has been established for
all choices of the state p, which completes the proof. O
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The Fannes—Audenaert inequality
The next theorem establishes an upper bound on the difference between the
values of the von Neumann entropy function of two density operators. It
may be seen as a quantitative form of the statement that the von Neumann
entropy is continuous, restricted to density operator inputs. It is essentially
a quantum generalization of Theorem 5.14, and its proof is based on that
theorem.

Theorem 5.26 (Fannes—Audenaert inequality) Let pg,p1 € D(X) be
density operators, for X a complexr Euclidean space of dimension n > 2,
and let

1
0= 5”90_/)1“1' (5118)
It holds that
[H(po) — H(p1)| < dlog(n — 1) + H(4,1 — ). (5.119)

The following lemma relating the trace distance between two Hermitian
operators to the 1-norm distance between vectors of their eigenvalues is used
to reduce Theorem 5.26 to Theorem 5.14.

Lemma 5.27 Let X,Y € Herm(X) be Hermitian operators, for X being
a complex Fuclidean space of dimension n. It holds that

S M) = M) € X~V € 3 = A (V). (5.120)
k=1 k=1

Proof Consider first a Jordan—-Hahn decomposition of X — Y. Explicitly,
let P,@Q € Pos(X) be orthogonal positive semidefinite operators such that

X-Y=P-Q. (5.121)

Also let Z = P+Y, which is equivalent to Z = Q4+ X. As Z > X, it follows
from the Courant-Fischer theorem (Theorem 1.2) that A\;(Z) > Ax(X) for
all k € {1,...,n}. Thus,

AR(X) = A (Y) < (A(X) = M(Y)) +2(M(2) — (X))

=2X(2) — (Me(X) + Ak(Y)). (5.122)
By similar reasoning it follows that
AR(Y) = AR(X) < 2M(2) — (A(X) + A(Y)), (5.123)

and therefore

() = M(V)] € 20(2) — n(X) + MY)). (5.124)
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Consequently, one has

n n

kz::lp\k(X) - M(Y)] < ];(ZMZ) — (A(X) + Ar(Y))) (5.125)

= 2Tr(Z) — Te(X) — Te(Y) = Te(P) + Te(Q) = | X — V1.

This proves the first inequality.
To prove the second inequality, observe that

X -Y|[i=@I-1,X-Y) (5.126)

for some choice of a projection operator II, owing to the fact that X — Y is
Hermitian. Let r = rank(II), and note the following two inequalities:

<H7X> < /\I(X)+"'+)\T(X)a

5.127
(LY} 2 Anria (V) -+ An(Y). (512
It follows that
X =Yl
<20 (X)) + -+ A (X)) = 2(Mer 1 (V) 4+ -+ A ()
- Tr(X) + Tr(Y)
r i 5.128
=S O At (V) D Qe (1) = )y
k=1 k=r+1
<D X)) = Ak (V)
k=1
as required. [l
Proof of Theorem 5.26 Define dy, 91 € [0, 1] as follows:
1 n
do = 3 > Ak(po) = Ak(pr)l,
= (5.129)

1 n
=3 D IAk(p0) = Anrepr(p1)-
k=1

By Lemma 5.27 it holds that dy < ¢ < d1, and therefore 6 = adp + (1 — @)dy
for some choice of « € [0, 1]. By Theorem 5.14 it holds that

[H(po) — H(p1)|

= [H(A1(po); - -5 Anl(p0)) = H(Ar(p1), - - An(p1))] (5.130)
< dplog(n — 1) +H(do, 1 — dp)
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and

[H(po) — H(p1)|
= [H(A1(po)s - - Anlpo)) — H(An(p1), ..., Ai(p1))] (5.131)
< d1log(n — 1) +H(d1,1 — &1).

Thus, by the concavity of the Shannon entropy function (Proposition 5.5),
it follows that

[H(po) — H(p1)| < (ady + (1 — a)é1) log(n — 1)
+aH®S,1—00)+(1—a)H(d,1—6)  (5.132)
< élog(n —1) +H(4,1 —9),
as required. O
The Fannes-Audenaert inequality is saturated for all values of § € [0, 1]

and n > 2. For instance, for any choice of n > 2 and ¥ = {1,...,n}, one
may consider the density operators

5 n
po=FE11 and py=(1-0)E11+ T Z E k- (5.133)
k=2
It holds that
1
8 =35llpo = plly (5.134)
and
[H(po) — H(p1)| = H(p1) = H(6,1 = 6) + dlog(n — 1). (5.135)

The quantum relative entropy as a limit of difference quotients

As the following proposition states, the quantum relative entropy can be
expressed as the limit of a simple expression of its arguments. This fact will
be useful in Section 5.2.3, for the task of proving that the quantum relative
entropy is jointly convex.

Proposition 5.28 Let P,Q € Pos(X) be positive semidefinite operators,
for X a complex Euclidean space. It holds that
1 Tr(P) — (P17¢,Q°
L TH(P) — (P, Q)
n(2) elo €

D(P||Q) = I . (5.136)
Proof The proposition is immediate in the case that im(P) € im(Q), for
in this case

lim (Te(P) = (P'75,Q7)) = (P,1 — Tlinq)) (5.137)
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is a positive real number. This implies that the limit in (5.136) evaluates to
positive infinity, which is in agreement with the quantum relative entropy.
The proposition is also immediate when P = 0. It therefore remains to
consider the case that P is a nonzero operator and im(P) C im(Q), which
is taken as an assumption for the remainder of the proof.

Let r = rank(P) and s = rank(Q). By the spectral theorem (as stated by
Corollary 1.4), one may write

T S
P= Z Aj(P)zjz; and Q= Z M (Q) yrys, (5.138)
j=1 k=1
for orthonormal collections of vectors {z1,...,2,} and {y1,...,ys}. Define

a function f: R — R as

T S

F@) =3 Hague) P A (P) ~ A(@)* (5.139)

j=1k=1

for all @ € R. This function is differentiable at every point o € R, with its
derivative given by

/ _ S Ti 2. l1-a a1 A(P)
F@) = = 353l AP Q" (A;(Q))- (5.140)

Now, it holds that
fla) = (P'7,Q%) (5.141)
for every a € (0,1), while
f(0) = (P, i) = Tr(P). (5.142)
Evaluating the derivative of f at 0 yields
7(0) = ~In(2) D(P|| Q). (5.143)

while the definition of the derivative, as the limit of difference quotients,
yields

£1(0) — tig OO

(5.144)
e}0 IS el0 5

The proposition follows by combining equations (5.144) and (5.143). O
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5.2.3 Joint convexity of quantum relative entropy

This section contains a proof of a fundamental fact concerning the quantum
relative entropy, which is that it is a jointly convex function. By making use
of this key fact, one may prove that several other important properties of
the von Neumann entropy and quantum relative entropy functions hold.

Proof of the joint convexity of the quantum relative entropy
Multiple proofs of the joint convexity of the quantum relative entropy are
known. The proof to be presented below will make use of the following
technical lemma relating the diagonal and off-diagonal blocks of any 2-by-2
positive semidefinite block operator, under the assumption that the blocks
are Hermitian and the diagonal blocks commute.

Lemma 5.29 Let X be a complex Euclidean space, let P,(Q € Pos(X) be
positive semidefinite operators such that [P,Q] = 0, and let H € Herm(X)
be a Hermitian operator for which

P H
(H Q) € Pos(X @ X). (5.145)

It holds that H < /P\/Q.

Proof The lemma will first be proved for P and Q) being positive definite
operators. By Lemma 3.18 it follows that

Jp-me

<1, (5.146)

which implies that every eigenvalue of the operator P:H Qfé is bounded
by 1 iIll abslolute Yaluel. As P and ) commute, }t holdf. that the eigenvalues
of PT1QQ"1HQ 1P~ 1 agree with those of P2 HQ™ 2, and therefore

M (PTIQTIHQTIPTE) < 1. (5.147)
The inequality (5.147) is equivalent to
PiQiHQ AP 1 <1, (5.148)

which, again by the commutativity of P and Q, implies H < v P/Q.

In the general case where P and () are not necessarily positive definite,
the argument above may be applied to P +¢1 and @ +¢1 in place of P and
Q, respectively, to obtain

H<VP+ely/Q +¢l (5.149)
for all € > 0. The function € — /P +ely/Q + el — H is continuous on
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the domain [0, 00), and so the preimage of the closed set Pos(X) under this
function is closed. Given that every € > 0 is contained in this preimage, it
follows that 0 is contained in the preimage as well: vPy/Q — H is positive
semidefinite, which proves the lemma. O

The next step toward the joint convexity of the quantum relative entropy
is to prove the following theorem. It is one formulation of a fact known as
Lieb’s concavity theorem.

Theorem 5.30 (Lieb’s concavity theorem) Let Ag, A1 € Pos(X) and
By, By € Pos(Y) be positive semidefinite operators, for complex Euclidean
spaces X and ). For every choice of a real number « € [0, 1] it holds that

(Ag+ A)*® (Bo + B1)' ™ > AY @ By~ + AS @ By . (5.150)

Remark Within the context of this theorem and its proof, one should make
the interpretation P° = Ty py for every positive semidefinite operator P.

Proof of Theorem 5.30 For every real number a € [0, 1], define operators
as follows:

X(a) = A§ @ By,
Y(a) = Af ® B, (5.151)
Z(a) = (Ag + A1)* ® (By + By)' ™

The operators within these three individual collections commute, meaning
[X(a). X(8)] =0, [Y(a).Y(8)] =0, and [Z(a),Z(8)] =0 (5.152)

for every choice of a, 8 € [0, 1], and moreover it holds that

VX (@)y/x(8) = (C“Jrﬂ), (5.153)
VY (@Y () = (O‘+B), (5.154)
VZ()\/2(8) = (C“rﬁ). (5.155)

With respect to these operators, the statement of the theorem is equivalent
to the claim that

Z(a) > X(a) + Y (a) (5.156)
for every a € [0,1]. The function

a— Z(a)— (X(o) +Y(a)) (5.157)
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defined on the interval [0, 1] is continuous, and therefore the preimage of the

closed set Pos(X ® )) under this function is closed. It therefore suffices to

prove that the set of all & € [0, 1] for which (5.156) holds is dense in [0, 1].
Now, suppose it has been proved that

Z(a) =2 X(a) +Y(a) and  Z(B) > X(8) +Y(B) (5.158)

for some particular choice of real numbers «, 8 € [0, 1]. It holds that

(Fim -5, 7)o

o) X(9)
is positive semidefinite, and likewise

VY _ v () :
(W) (VY(a) vY(®) = ( (aw) ) (5.160)

Y (B
is positive semidefinite. The sum of these two matrices is therefore positive
semidefinite, and given the inequalities (5.158) it therefore follows that

Z(a) X (452) +v (%2)
A A

is positive semidefinite. Invoking Lemma 5.29, one finds that

X(O‘;/B)+Y<a+ﬁ> VZ()/2(8) = <a+5). (5.162)

It trivially holds that Z(0) > X(0) + Y (0) and Z(1) > X (1) + Y (1). For
any choice of a, 3 € [0,1], one has that the inequalities (5.158) together

imply that
Z(O‘;F*B)zx(a;ﬁ)ﬂf(a;ﬁ). (5.163)

The inequality (5.156) must therefore hold for every a € [0,1] taking the
form « = k/2™ for nonnegative integers k and n with k£ < 2". The set of all
such « is dense in [0, 1], so the theorem is proved. O

Corollary 5.31 Let Py, P1,Qo,Q1 € Pos(X) be positive semidefinite
operators, for X a complexr Euclidean space. It holds that

((Po+P1)* (Qo+ Q1)) > (P, Q5™ + (PP, Q1) (5.164)

for every o € [0,1].
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Proof By making the substitution Ay = Py, A1 = Pi, Bo = @, and
B; = @7 in Theorem 5.30, one finds that
(Po+P1)*@(Q+QD)' 2 e @)+ @)™ (5.165)
and therefore

vec(1x)*((Po+ P1)* @ (Qf + Q)" ™) vec(1x)
> vee(Ly)* (PE @ (Q0) + PP @ (QT)*) vee(Ly).

Simplifying the two sides of this inequality yields (5.164), as required. [

(5.166)

The joint convexity of the quantum relative entropy now follows from a
combination of Corollary 5.31 with Proposition 5.28.

Theorem 5.32 Let X be a complexr Fuclidean space and let Py, P, Qo,
Q1 € Pos(X) be positive semidefinite operators. It holds that

D(Py + P1[Qo + Q1) < D(F[|Qo) + D(P1[|Q1). (5.167)
Proof By Proposition 5.28 together with Corollary 5.31 it holds that
D(Po + P1[|Qo + Q1)

_ 1 TRt P = (Rt P (Qu+ Qu))
ln(2) e}0 £
o plee e _plee e (5.168)
< 1 lim Tr(Po) — (Fy°, Q%) + lim Tr(P) — (P 5, Q%)
In(2) \e40 € €10 5
= D(P Qo) + D(P1[|@1),
which proves the theorem. O

Corollary 5.33 (Joint convexity of quantum relative entropy) Let X be
a complex Euclidean space, let Py, Py, Qo, Q1 € Pos(X) be positive semi-
definite operators, and let A € [0,1]. It holds that

D(APy + (1 = A) P [[AQo + (1 = N)@Q1)
< AD(R|Qo) + (1= X) D(Py[|Q1).

Proof The corollary is trivial in case A = 0 or A = 1. Otherwise, combining
Theorem 5.32 with the identity (5.99) yields

DAPy + (1 = A)PL[[AQo + (1 = A)Q1)
< D(AR[[AQo) + D((1 = A)Pi[[(1 = A)Q1) (5.170)
= AD(P][Qo) + (1 = A)D(P1[|Q1),

as required. O

(5.169)
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Monotonicity of quantum relative entropy

As was suggested above, the fact that the quantum relative entropy function
is jointly convex has several interesting implications. One such implication
is that the quantum relative entropy function is monotonically decreasing
under the action of any channel. The next proposition establishes that this
is so for mixed-unitary channels, and the theorem that follows establishes
that the same is true for all channels.

Proposition 5.34 Let X be a complex Euclidean space, let ® € C(X)
be a mized-unitary channel, and let P, Q) € Pos(X) be positive semidefinite
operators. It holds that

P)|®(Q)) < D(P||Q). (5.171)

Proof As ® is a mixed-unitary channel, there must exist an alphabet X,
a collection of unitary operators {U, : a € ¥} C U(X), and a probability
vector p € P(X), such that

= pla)U.XU; (5.172)
acx

for all X € L(X). Applying Corollary 5.33, along with Proposition 5.19, one
has

D((P)|2(@) = D( X pa)VuPUz | X pla)v.QU;)
acy acX (5’173)
<> pla) D(UPU;||UQU;) = > p(a) D(P(|Q) = D(P||Q),
acy aey
as required. O

Theorem 5.35 (Monotonicity of quantum relative entropy) Let X and
Y be complex Euclidean spaces, let P,Q € Pos(X) be positive semidefinite
operators, and let & € C(X,)) be a channel. It holds that

D(®(P)[|®(Q)) < D(P[|Q). (5.174)

Proof By Corollary 2.27 there must exist a complex Euclidean space Z and
a linear isometry A € U(X,) ® Z) for which

P(X)=Trz(AXA") (5.175)

for all X € L(X). Let Q € C(Z) denote the completely depolarizing channel,
defined by Q(Z) = Tr(Z)w for all Z € L(Z), where
1z

Y= Im@ (5.176)
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denotes the completely mixed state with respect to the space Z. As was
demonstrated in Section 4.1.2, the channel € is a mixed-unitary channel,
from which it follows that 1., ® Q is also a mixed-unitary channel. By
Proposition 5.34, together with Proposition 5.19, it therefore holds that

D((Liy) ® Q(APAY)[(1Ly) ® Q)(AQA"))

<p(APA|aQa =D(Plg). O
As
Iy @ Q)(AXA") = Trz(AXA") Quw=3(X)Quw (5.178)
for all X € L(&X), it follows by Proposition 5.21 that
D(2(P)[®(Q)) =D(®(P) @ w | 2(Q) ®w) < D(P[|Q), (5.179)
which completes the proof. O

Strong subadditivity of von Neumann entropy

Another implication of the joint convexity of quantum relative entropy is
the following theorem, stating that the von Neumann entropy possesses a
property known as strong subadditivity.

Theorem 5.36 (Strong subadditivity of von Neumann entropy) Let X, Y,
and Z be registers. For every state of the register (X,Y,Z) it holds that

H(X,Y,Z)+ H(Z) < H(X,Z) + H(Y, Z). (5.180)
Proof Let p e D(X ® Y ® Z) be chosen arbitrarily and let

YT dim(X)

(5.181)

denote the completely mixed state with respect to the space X'. The following
two equalities may be verified directly:

D(p[X, Y, 2] [|w e p[Y, Z])

= —H(p[X,Y,Z]) + H(p[Y, Z]) + log(dim (X)) (5.182)

and
D(p[X,Z] || w® p[Z])
= —H(p[X, Z]) + H(p[Z]) + log(dim(&X)).
Taking the channel ® € C(X @ Y ® Z,X ® Z) to be the partial trace over
Y in Theorem 5.35, one finds that

(5.183)

D(p[X,Z] || w® p[Z]) <D(p[X,Y.Z] | w e p[Y,Z]), (5.184)

282 Quantum entropy and source coding
and therefore

H(p[X,Y,Z]) + H(p[Z]) < H(p[X, Z]) + H(p[Y, Z]), (5.185)
which proves the theorem. O

The corollary that follows gives an equivalent statement to the strong
subadditivity of von Neumann entropy, stated in terms of the quantum
mutual information.

Corollary 5.37 Let X, Y, and Z be registers. For every state of the register
(X,Y,Z) it holds that

I(X:Z) <I(X:Y,2). (5.186)
Proof By Theorem 5.36 it holds that
H(X,Y,Z) + H(Z) < H(X,Z) + H(Y, 2), (5.187)
which is equivalent to
H(Z) - H(X,Z) <H(Y,Z) — H(X,Y,Z). (5.188)
Adding H(X) to both sides gives
H(X) +H(Z) —H(X,Z) <H(X) + H(Y,Z) - H(X,Y, Z). (5.189)

This inequality is equivalent to (5.186), which completes the proof. O

The quantum Pinsker inequality

The final implication of the joint convexity of quantum relative entropy to
be presented in this section is a quantum analogue of Theorem 5.15 that
establishes a lower bound on the quantum relative entropy between two
density operators in terms of their trace distance.

Theorem 5.38 (Quantum Pinsker inequality) Let po,p1 € D(X) be
density operators, for X a complex Euclidean space. It holds that

1( )HPO*/HH?- (5.190)

>_ -
D(pollp1) > 21n(2

Proof Let ¥ = {0,1} and let x : ¥ — Pos(X) be a measurement that
optimally discriminates between the states pg and p;, assuming they are
given with equal probability, as discussed in Section 3.1.1. For probability

vectors po, p1 € P(X) defined as po(a) = (u(a), po) and pi(a) = (u(a), p1)
for each a € X, one concludes that

HPO—;D1||1 = HPO_P1||1- (5.191)
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Now let ® € C(&X,C¥) be the quantum-to-classical channel associated
with p, which satisfies

(X) = (u(0), X) Eoo + (u(1), X) E1 (5.192)
for each X € L(X). By Theorem 5.35, it holds that

D(pollp1) = D(®(po)||®(p1)) = D(pollp1), (5.193)

a.nd by Theorem 515 1 hOldS ‘hat

The theorem follows from (5.191), (5.193), and (5.194). O

5.3 Source coding

This section discusses the notion of source coding, as it relates to quantum
information, and to the von Neumann entropy function in particular. The
term source coding, as it is interpreted here, refers to the process of encoding
information produced by given source in such a way that it may later be
decoded. One natural goal of such a process is to compress the information
produced by the source, in order to reduce costs of storage or transmission.
Three principal variants of source coding will be discussed.

The first is a purely classical variant in which information from a given
classical source is encoded into a fixed-length binary string in such a way
that the information produced by the source can be decoded with high
probability. Shannon’s source coding theorem establishes asymptotic bounds
on compression rates that are achievable for this task, given a standard
assumption on the source.

The second variant of source coding to be discussed is a quantum
analogue to the first; a source produces quantum information that is to
be encoded into a sequence of qubits and then decoded. A theorem due to
Schumacher, representing a quantum analogue of Shannon’s source coding
theorem, establishes asymptotic bounds on the rates of compression that are
achievable for this task.

The third variant of source coding to be considered is one in which a
source produces classical information, which is encoded into the quantum
state of a collection of registers, and then decoded through a measurement
performed on these registers. Theorems due to Holevo and Nayak establish
fundamental limitations on two specific formulations of this task.
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5.3.1 Classical source coding

In the first variant of source coding to be considered in the present section,
a classical source produces a sequence of symbols, chosen independently
from a known probability distribution. This sequence is to be encoded into
a binary string in such a way that it may later be decoded, revealing the
original sequence produced by the source with high probability.

The main purpose of this discussion, as it pertains to this book, is to
introduce basic concepts and techniques regarding classical source coding
that will carry over to the analogous quantum variant of this task. With
this purpose in mind, the discussion is limited to fized-length coding schemes.
These are schemes in which the length of each encoding is determined only
by the number of symbols produced by the source, and not by the symbols
themselves. A typical goal when designing such a scheme is to minimize the
length of the binary string encodings while allowing for a recovery of the
original sequence with high probability.

Shannon’s source coding theorem! establishes a fundamental connection
between the rates of compression that can be achieved by such schemes and
the Shannon entropy of the probability vector describing the source.

Coding schemes and the statement of Shannon’s source coding theorem

Let X be an alphabet, let p € P(X) be a probability vector, and let I' = {0, 1}
denote the binary alphabet. For any choice of a positive integer n and real
numbers « > 0 and ¢ € (0,1), and for m = |an|, a pair of mappings

XTI
f (5.195)
g: T ="
is said to be an (n, a, 0)-coding scheme for p if it holds that
> plar)---plan) > 1 -4, (5.196)
ay-an€G
for
G={a1--a, €X" : g(flar---an)) =a1---an}. (5.197)

(Here, and throughout the remainder of this chapter, elements of sets of the
form X" are written as strings aj - - - a, rather than n-tuples (aq,...,a,),
and likewise for Cartesian products of other alphabets.)

1 It is a fixed-length coding scheme variant of this theorem that is presented in this chapter, as
this variant translates more directly to the quantum setting. Shannon’s source coding
theorem is often stated in terms of variable-length coding schemes, with which one aims for a
perfect recovery of the symbols produced by the source while minimizing the expected length
of the binary string encodings.
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The expression on the left-hand side of (5.196) represents the probability
that a random choice of symbols ay,...,a, € 3, with each symbol chosen
independently according to the probability vector p, results in a sequence
satisfying

g(.f(al"'an)) =ajp---Qan. (5198)

The following scenario describes an abstract setting in which such coding
schemes may be considered.

Scenario 5.39 Alice has a device (the source) that sequentially generates
symbols chosen at random from an alphabet X. Each randomly generated
symbol is independently distributed according to a probability vector p.
Alice allows the device to produce a string of n symbols a; - - - a,, and aims
to communicate this string to Bob using as few bits of communication as
possible.

To do this, Alice and Bob will use a coding scheme taking the form (5.195),
which is assumed to have been agreed upon before the random generation of
the symbols aj - - - ay,. Alice encodes ay - - - a,, into a string of m = |an| bits
by computing f(aj - - - a,), and sends the resulting string f(a; - - - an) to Bob.
Bob decodes the string by applying the function g, obtaining g(f(a1---ay)).
The coding scheme is said to be correct in the event that (5.198) holds,
which is equivalent to a;---a, € G, for then Bob will have obtained the
correct string aj - - - ay.

If it is the case that the pair (f, g) is an (n, «, §)-coding scheme for p, then
the number § is an upper bound on the probability that the coding scheme
fails to be correct, so that Bob does not recover the string Alice obtained
from the source, while « represents the average number of bits (as the value
of n increases) needed to encode each symbol.

For a given probability vector p, it is evident that an (n,a,d)-coding
scheme will exist for some choices of the parameters n, «, and §, and not
others. The range of values of « for which coding schemes exist is closely
related to the Shannon entropy H(p), as the following theorem establishes.

Theorem 5.40 (Shannon’s source coding theorem) Let ¥ be an alphabet,
let p € P(X) be a probability vector, and let « > 0 and § € (0,1) be real
numbers. The following statements hold:

1. If a > H(p), then there exists an (n,a, d)-coding scheme for p for all but
finitely many positive integers n.

2. If a < H(p), then there exists an (n,w,0)-coding scheme for p for at
most finitely many positive integers n.
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A proof of this theorem is presented below, following a discussion of the
notion of a typical string, which is central to the proof. The general notion
of typicality, which can be formalized in various specific ways, will also play
a major role in Chapter 8, which is devoted to the topic of quantum channel
capacities.

Typical strings
The notion of a typical string, for a given distribution of symbols, a string
length, and an error parameter, is defined as follows.

Definition 5.41 Let ¥ be an alphabet, let p € P(X) be a probability
vector, let n be a positive integer, and let € > 0 be a positive real number.
A string a; - - - a, € X" is said to be e-typical with respect to p if

9= HP+) < p(gy)- - p(ay) < 27 "HEP—2), (5.199)

The notation T}, . (p) refers to the set of all strings a; - - - a, € " for which
the inequalities (5.199) hold, and when the probability vector p can safely
be taken as being implicit, one may write T}, . rather than T, . (p).

A random selection of a string aj ---a, € X", with each symbol being
independently distributed according to p € P(X), is increasingly likely to be
e-typical as n grows, as the following proposition demonstrates.

Proposition 5.42 Let ¥ be an alphabet, let p € P(X) be a probability
vector, and let € > 0. It holds that
lim Z play)---play) = 1. (5.200)

n—o00
a1-+-an€Tn c(p)

Proof Define a random variable X : ¥ — [0,00) as

X(a) = {—log<p<a>> if p(a) > 0 (5.200)

0 if p(a) =0
and distributed according to the probability vector p. The expected value of
this random variable is given by E(X) = H(p).
Now, for any positive integer n, and for Xi,..., X, being independent
random variables, each identically distributed to X, one has

Pr('M — H(p)’ < 5) = Z plar)---play). (5.202)
n a1-an€Tn.o(p)

The conclusion of the proposition therefore follows from the weak law of
large numbers (Theorem 1.15). O



5.8 Source coding 287

The proposition that follows establishes an upper bound on the number
of e-typical strings of a given length.

Proposition 5.43 Let ¥ be an alphabet, let p € P(X) be a probability
vector, let € > 0 be a positive real number, and let n be a positive integer. It
holds that

Tye(p)| < 2nHPI+e), (5.203)
Proof By the definition of e-typicality, one has

1> S plar) - plan) > 27" HEFE T ()], (5.204)
a1-an€Tn ()

and therefore [T, -(p)| < 2"(HP)+e), 0

Proof of Shannon’s source coding theorem

Shannon’s source coding theorem (Theorem 5.40) can be proved through a
conceptually simple argument: a suitable coding scheme may be obtained
for sufficiently large values of n by assigning a unique binary string to each
typical string, with every other string encoded arbitrarily; and conversely,
any coding scheme that fails to account for a large fraction of the typical
strings can be shown to fail with high probability.

Proof of Theorem 5.40 Assume first that o > H(p), and choose £ > 0 so
that o > H(p) + 2e. A coding scheme of the form

fn: X" =TT

(5.205)
gn T — X7

for m = |an], will be defined for every integer n satisfying n > 1/e. Observe,
for each n > 1/e, that the assumption a > H(p) + 2¢ implies that

m = |an] > n(H(p) +¢). (5.206)
By Proposition 5.43 it holds that

T, | < 2nHEP+e) < om (5.207)

and one may therefore define a function f,, : ¥™ — I'™ that is injective when
restricted to T, ¢, together with a function g, : I'™ — X" that is chosen so
that

In(fnlar---an)) =a1---ay (5.208)
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for every a1 ---a, € Tp, .. Thus, for
Gpn={a1-a, €E" : go(fnlar---an)) =a1---an}, (5.209)

it holds that T, . C G, and therefore
> oplar)eplan) = > plar)--plan). (5.210)

a1-an€Gpn a1-an€Tn e
It follows by Proposition 5.42 that the quantity on the right-hand side of
(5.210) is greater than 1 — ¢ for sufficiently large values of n. Therefore, for
sufficiently large values of n it holds that the coding scheme (fy, gn) is an
(n, a, §)-coding scheme, which proves the first statement of the theorem.
Now assume that a < H(p), let a coding scheme of the form (5.205) be
fixed for each n, and let G,, C X" be as defined in (5.209). It must hold that

|G| < 2™ = 2lon (5.211)

for each n, as the coding scheme cannot be correct for two or more distinct
strings that map to the same encoding. To complete the proof, it suffices to
prove that

lim Z p(a1) -+ play) = 0. (5.212)

n—oo
a1--an€Gn

Toward this goal, observe that for every positive integer n and real number
€ > 0 it holds that

G C (Z"\T) U (G N Te), (5.213)

and therefore

> plar)---plan)

a1--an€Gn

(5.214)
< (1 - Y plar)- p(an)> + 27 HE)=9) g, .
a1-an€Thn e
Choosing ¢ > 0 so that o < H(p) — &, one has
lim 27"HE)-9)|q, | = 0. (5.215)
n—oo
As Proposition 5.42 implies that
lm Y plar)---plan) = 1, (5.216)
a1-an€Thn e
it follows that (5.212) holds, which completes the proof. O
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5.3.2 Quantum source coding

There is a natural way to formulate a quantum analogue of classical source
coding, which is as follows. It is assumed that a source produces a sequence
of registers Xy, ..., X,, for some choice of a positive integer n, with all of
these registers sharing the same classical state set 3. The complex Euclidean
spaces associated with these registers are therefore given by X, = C*, for
k=1,...,n, and one may therefore make the identification

XM= ®-® X, (5.217)

for X = C*. The state of the compound register (Xy,...,X,) produced by
the source is assumed to be given by p®". That is, for some choice of a state
p € D(X), the registers Xy, ..., X, are independent, and each in the state p.
The quantum information stored in these registers is to be encoded and
decoded in a similar way to the classical setting, through the use of quantum
channels rather than deterministic encoding and decoding functions.

Quantum coding schemes

A quantum coding scheme consists of a pair of channels (@, ¥); the channel
® represents the encoding process and ¥ represents the decoding process.
The encoding channel ® transforms (X1, ...,X,) into (Y1, ..., Ys,), for some
choice of an integer m, where Yq,...,Y,, are registers having classical sets
equal to the binary alphabet I' = {0,1}. In other words, each register Yy
represents a qubit. The decoding channel ¥ transforms (Y1, ..., Y,) back
into (Xl, e ,Xn)

The desired property of such a scheme is for the composition V& to act
trivially, or nearly trivially, on the compound register (Xi,...,X,), under
the assumption that the registers Xi,...,X;,, are independent and each in
the state p as suggested above. It must be stressed that it is not sufficient
to require that the state of (Xy,...,X;) be close to p®" after the decoding
channel is applied—this would be a trivial requirement failing to recognize
that there might initially be correlations among Xy, ..., X, and one or more
other registers that must be respected by coding process. Indeed, for any
complex Euclidean space Z and a state 0 € D(X1 ® - -- @ &, ® Z) satisfying

alXi,.., X,] = p%", (5.218)

it is required of a good coding scheme that the state (¥® ® 1yz)(0) is
approximately equal to o.

The particular notion of approximate equality that will be considered is
based on the fidelity function. This is a convenient choice, as it allows for
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the utilization of the closed-form expression of the channel fidelity given by
Proposition 3.31. One could alternatively use the trace distance in place of
the fidelity function, but this would not change the asymptotic behavior
of the sorts of quantum coding schemes considered in this section, as the
Fuchs—van de Graaf inequalities (Theorem 3.33) directly imply.

In accordance with the discussion above, quantum coding schemes are to
be defined more precisely as follows. Let 3 be an alphabet, let p € D(X)
be a density operator, for X = C*¥, and let n be a positive integer. Also let
I' = {0,1} denote the binary alphabet, let Y = C', let a > 0 and & € (0, 1)
be real numbers, and let m = |an|. A pair of channels

® e C(X®, Y®™) and e C(YUm, xe") (5.219)
is an (n, a, d)-quantum coding scheme for p if it holds that
F(U®,p%") > 1 -4, (5.220)

for F(¥®, p®) denoting the channel fidelity of ¥® with respect to p®"
(q.v. Section 3.2.3).

Schumacher’s quantum source coding theorem

The following theorem is a quantum analogue to Shannon’s source coding
theorem (Theorem 5.40), establishing conditions under which quantum
coding schemes exist.

Theorem 5.44 (Schumacher) Let X be an alphabet, let p € D(C®) be a
density operator, and let « > 0 and ¢ € (0,1) be real numbers. The following
statements hold:

1. If a > H(p), then there exists an (n,«,d)-quantum coding scheme for p
for all but finitely many positive integers n.

2. If a < H(p), then there exists an (n,«,d)-quantum coding scheme for p
for at most finitely many positive integers n.

Proof By the spectral theorem (as stated by Corollary 1.4), one may write

p= Z p(a) uguy, (5.221)
a€y
for some choice of a probability vector p € P(X) and an orthonormal basis
{uq : @ € ©} of C¥. The association of the eigenvectors and eigenvalues of
p with the elements of ¥ may be chosen arbitrarily, and is assumed to be
fixed for the remainder of the proof. By the definition of the von Neumann
entropy, it holds that H(p) = H(p).
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Assume first that o > H(p), and choose € > 0 to be sufficiently small
so that a > H(p) 4 2¢. Along similar lines to the proof of Theorem 5.40, a
quantum coding scheme (®,, ¥,,) of the form

®, € C(X®", Y¥) and ¥, € C(Y¥", A% (5.222)

will be defined for every n > 1/e, where m = |an]. It will then be shown
that (®,,¥,) is an (n, o, d)-quantum coding scheme for sufficiently large
values of n.

For a given choice of n > 1/e, the quantum coding scheme (®,, ¥,,) is
defined as follows. First, consider the set of e-typical strings

The=The(p) X" (5.223)

associated with the probability vector p, and define a projection operator
I, € Proj(X®") as follows:

Moo= Y Ug ), @ @ Ug,uj, . (5.224)
ay-an€lhn e

The subspace upon which this operator projects is the e-typical subspace of
X®™ with respect to p. Notice that

(e, p®y = Y plar) - plan). (5.225)
a1+an€Tn e

Now, by Shannon’s source coding theorem (or, to be more precise, the proof
of that theorem given in the previous subsection), there exists a classical
coding scheme (fp, gn) for p that satisfies

gn(frlar - an)) = a1 ayn (5.226)
for every e-typical string a1---a, € T,.. Define a linear operator of the
form

A, € L(x®", yom) (5.227)
as follows:
An=" > efiaran)(lia @ @ug, ). (5.228)

a1-an€Th c
Finally, define channels ®,, and ¥,, of the form (5.222) as
D, (X)=A, XA+ (1 - AA,, X)o (5.229)
U, (YV)=AYA, + (1 —A,A,Y)¢ (5.230)

for all X € L(X®") and Y € L(Y®™), for density operators o € D(Y®™)
and £ € D(X®") chosen arbitrarily.
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It remains to prove that (®,,¥,) is an (n, «, §)-quantum coding scheme
for sufficiently large values of n. From the expressions (5.229) and (5.230)
it follows that there must exist a Kraus representation of the channel ¥,,®,,
having the form

N
(Un®n)(X) = (AL AR) X (AsAR)* + > Cuk XCrh (5.231)
k=1
for some choice of an integer N and a collection of operators Cy, 1,...,Ch N,

which will have no effect on the analysis that follows. By Proposition 3.31,
it therefore holds that

F(\Ij’ﬂq)nv p®n> 2 <p®n7 A;ATL> = <p®nvnn,5>' (5232)
As
?}eréo<ﬂn757p®7b> =1, (5.233)

it follows that (®,,¥,) is an (n,a,d)-quantum coding scheme for all
sufficiently large n, which proves the first statement in the theorem.

Now assume that o < H(p), and suppose that ®,, and ¥,, are arbitrary
channels of the form (5.222) for each positive integer n. It will be proved
that, for any choice of 4 € (0,1), the pair (®,,V,) fails to be an (n,a, J)
quantum coding scheme for all sufficiently large values of n.

Fix any choice of a positive integer n, and let

N N
(X)) =Y AXA; and U,(Y)=)> BYB; (5.234)
k=1 k=1

be Kraus representations of ®, and V¥,,, where
Ala s 7AN € L(X(X)nvy@m)a

5.235
Bi,...,By € L(Y®™ X&) (5.235)

(The assumption that both representations have the same number of Kraus
operators is made only for notational convenience. This assumption causes
no loss of generality; one may include the zero operator as a Kraus operator
for either channel any desired number of times.) It follows that

(W,0)(X) = Y (Bid))X(Bidy)* (5.236)
1<5,k<N

is a Kraus representation of the composition ¥,,®,,. For the purposes of this
analysis, the key aspect of this Kraus representation is that

rank(BgA;) < dim(Y®™) = 2™ (5.237)
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for all choices of j,k € {1,..., N}. Indeed, for each k € {1,..., N}, one may
choose a projection operator 11, € Proj(X®") with rank(Il;) < 2™ such that
11 By, = By. Therefore,

F(W,0,, 0% = 3 [(Byay, o))

1<j,k<N

= Y [(mBAs, o)

ISEEN (5.238)
2 .

= ¥ ‘<BkAj [pen 1, /p®n>)

1<j,k<N

< ¥ Tr(BkAjp®”A;BZ)<Hk,p®">,

1<j, k<N

where the inequality follows from the Cauchy—Schwarz inequality. As each
I has rank bounded by 2™, it follows that

-
(Mg, p2") <D N = > plar)---plan) (5.239)
=1

a1-an€Gn

for some subset G,, C X" having size at most 2. As the channel ¥,,®,, is
trace preserving, it holds that

3 Tr(BkAjp®"A;B,’;) =1, (5.240)
1<j,k<N

and, moreover, one has that each term in this sum is nonnegative. The final
expression of (5.238) is therefore equal to a convex combination of values,
each of which is bounded as in (5.239), which implies that

F(0,0,,0%)° < S plar)-plag). (5.241)

a1-an€Gn

Finally, reasoning precisely as in the proof of Theorem 5.40, one has that
the assumption o < H(p) = H(p) implies that
Jim > plar)--plan) =0 (5.242)
a1--an€Gn
by the fact that Gy, has size bounded by 2. This implies that, for any fixed
choice of ¢ € (0,1), the pair (®,, ¥,,) fails to be a (n, @, d) quantum coding
scheme for all but finitely many values of n. O
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5.3.3 Encoding classical information into quantum states

The final type of source coding to be discussed in this section is one in which
classical information is encoded into a quantum state, and then decoded by
means of a measurement. The following scenario represents one abstraction
of this task.

Scenario 5.45 Let X and Z be classical registers having classical state
sets X and T, respectively, and let Y be a register. Also let p € P(X) be a
probability vector, let

{pa:a€eX} CD) (5.243)

be a collection states, and let p: I' — Pos())) be a measurement.

Alice obtains an element a € X, stored in the register X, that has been
randomly generated by a source according to the probability vector p. She
prepares Y in the state p, and sends Y to Bob. Bob measures Y with respect
to the measurement g, and stores the outcome of this measurement in the
classical register Z. This measurement outcome represents information that
Bob has obtained regarding the classical state of X.

It is natural to consider the situation in which I' = ¥ in this scenario, and to
imagine that Bob aims to recover the symbol stored in Alice’s register X; this
is essentially the state discrimination problem discussed in Section 3.1.2. In
the discussion that follows, however, it will not be taken as an assumption
that this is necessarily Bob’s strategy.

Assuming that Alice and Bob operate as described in Scenario 5.45, the
pair (X,Z) will be left in the probabilistic state ¢ € P(X x I') defined by

q(a,b) = p(a){u(b), pa) (5.244)

for every pair (a,b) € ¥ x I'. For an ensemble 7 : ¥ — Pos()’) defined as
n(a) = p(a) pa (5.245)

for each a € ¥, the probability vector ¢ may equivalently be expressed as
q(a,b) = (u(b),n(a)) (5.246)

for each (a,b) € ¥ x T

A fundamental question regarding this scenario is the following: How much
information can Bob’s register Z contain about the state of Alice’s register X?
A theorem known as Holevo’s theorem establishes an upper bound on this
amount of information, as represented by the mutual information between
Alice’s register X and Bob’s register Z. Holevo’s theorem is phrased in terms
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of two functions of the ensemble 7, the accessible information and the Holevo
information, which are introduced below.

Accessible information

With Scenario 5.45 and the discussion above in mind, let 7 : ¥ — Pos()) be
an ensemble, let p : ' — Pos(Y) be a measurement, and let ¢ € P(X x T)
be the probability vector defined as in (5.246), representing a probabilistic
state of the pair of classical registers (X, Z). The notation I,,(n) will denote
the mutual information between X and Z, with respect to a probabilistic
state defined in this way, so that

L.(n) = H(q[X]) + H(q[Z]) — H(q) = D(ql|¢[X] @ ¢[Z]). (5.247)

Now assume the ensemble 7 is fixed, while no constraints are placed on
the measurement p. The accessible information Iacc(n) of the ensemble 7
is defined as the supremum value, ranging over all possible choices of a
measurement p, that may be obtained in this way. That is,

IaCC(W) = SI;P Iu(ﬁ% (5-248)
where the supremum is over all choices of an alphabet I' and a measurement
u: T — Pos()).

Although it is not necessarily apparent from its definition, the accessible
information Ine.(n) of an ensemble n : ¥ — Pos()) is indeed achieved by
some choice of an alphabet I" and a measurement p : I' — Pos()). The
following lemma is useful for establishing this fact.

Lemma 5.46 Let Y and I be alphabets, let Y be a complex Fuclidean space,
and letn : ¥ — Pos()) be an ensemble of states. Also let g, 1 : T — Pos(Y)
be measurements and let A € [0, 1] be a real number. It holds that

I)\,LL0+(17)\)/1'1 (77) < )‘Iuo (77) + (1 - )‘) Im (77) (5'249)

Proof Let X and Z be classical registers having classical state sets ¥ and T,
respectively. Define a probability vector p € P(X) as

p(a) = Tr(n(a)) (5.250)

for all a € X. Also define probability vectors qg, q1 € P(X x I'), representing
probabilistic states of the pair (X, Z), as

qo(a,b) = (uo(b),n(a)) and  q(a,b) = (u1(b),n(a)) (5.251)

for all (a,b) € ¥ x I'. By the joint convexity of the relative entropy function,
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it holds that
Do +(1=2)ps (1)
=D(Ago + (1 = Na1[[p ® (Aqo[Z] + (1 = N)a1[2]))
< AD(aol[p ® o[2Z]) + (1 = A) D(a1|[p ® a1[2])
= )‘Iuo(n) + (1 - >‘) Iul(n) s

as required. O

(5.252)

Theorem 5.47 Let 3 be an alphabet, let Y be a complex FEuclidean space,
and let n : X — Pos()) be an ensemble of states. There exists an alphabet T’
with |T| < dim())? and a measurement i : T — Pos()) such that

1.(n) = Tace(n)- (5.253)

Proof Let v: A — Pos()) be a measurement, for an arbitrary choice of an
alphabet A. By Lemma 5.46, the function

= T,(n) (5.254)

is convex on the set of all measurements of the form p : A — Pos()). As
every measurement of this form can be written as a convex combination
of extremal measurements of the same form, one has that there must exist
an extremal measurement p : A — Pos(Y) satisfying 1,(n) > L.(n). By
Corollary 2.48, the assumption that x4 : A — Pos(}) is extremal implies
that

[{a €A : p(a) # 0} < dim(P)*. (5.255)
The value I,,(7) does not change if y is restricted to the alphabet
IP={aeA: ula) #0}, (5.256)

and therefore one has that there must exist a measurement p : I' — Pos(Y),
for T satisfying |I'| < dim())?, such that I,,(n) > L,(n).

It follows that I,cc(7) is equal to the supremum value of I,(n), ranging
over all measurements ;4 having at most dim())? measurement outcomes.
The quantity I,,(n) is invariant under renaming the measurement outcomes
of u, so there is no loss of generality in restricting this supremum to the set
of measurements having a single set I' of measurement outcomes satisfying
IT'| = dim(Y)%. The supremum is therefore taken over a compact set, from
which it follows that there exists a measurement p : I' — Pos(Y) for which
the supremum value is achieved, which completes the proof. O
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The Holevo information

Again with Scenario 5.45 in mind, let X be a classical register, let ¥ be the
classical state set of X, let Y be a register, and let n : ¥ — Pos()) be an
ensemble. As described in Section 2.2.3, one associates the classical-quantum
state

0= Eqa®n(a) (5.257)

aEX
of the pair (X,Y) with the ensemble 1. The Holevo information (also called
the Holevo x-quantity) of the ensemble 7, which is denoted x(n), is defined
as the quantum mutual information I(X :Y) between the registers X and Y
with respect to the state o.
Under the assumption that the ensemble 7 is written as

n(a) = p(a) pa (5.258)
for each a € X, for a probability vector p € P(X) and a collection
{pa : a€X} CDY) (5.259)

of states, the Holevo information of 7 may be calculated as follows:

x(n) =1(X:Y)
= H(X) + H(Y) — H(X,Y)

= H(p) +H<Z p(a) pa> - H(Zp(a) Eqa ®pa> (5.260)

acXl acx
_ H<zp<a> pa> ~ 3 pl@) H(pa),
ags a€x

where the last equality has made use of the identity (5.98). Alternatively,
one may write

_ o) - c(n(a n(a)
x(n) —H<%n( )> a% Tr(n(a)) H(Tr(n(a))), (5.261)
n(a)#0

or, equivalently,

x(n) = H<Z n(a)> — > H(n(a)) + H(p). (5.262)
agx aey

It follows from the concavity of the von Neumann entropy (Theorem 5.23),

or by the subadditivity of von Neumann entropy (Theorem 5.24), that the

Holevo information x(n) is nonnegative for every ensemble 7.
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At an intuitive level, the Holevo information may be interpreted in the
following way. When the pair of registers (X,Y) is in the classical-quantum
state o as described above, and the register Y is considered in isolation, its
von Neumann entropy is given by

H(Y)=H (Z p(a) pa) . (5.263)

acx

If one learns the classical state a € ¥ of X, then from their perspective
the von Neumann entropy of Y drops to H(p,). The Holevo information
x(n) may therefore be viewed as representing the average decrease in the
von Neumann entropy of Y that is expected when one learns the classical
state of X.

It cannot be said that the Holevo information is convex in general, but the
following proposition provides two conditions under which it is. The proof
follows a similar argument to the proof of Lemma 5.46.

Proposition 5.48 Letny : ¥ — Pos()) andn; : ¥ — Pos()) be ensembles
of states, for Y a complex Euclidean space and ¥ an alphabet, and suppose
further that at least one of the following two conditions is satisfied:

1. The ensembles ng and n1 have the same average state:

Y mla)=p=Y_ mla), (5.264)

a€y aeX

for some choice of p € D(Y).
2. The ensembles ng and my correspond to the same probability distribution,
over possibly different states:

Tr(no(a)) = p(a) = Tr(ni(a)) (5.265)
for each a € X, for some choice of a probability vector p € P(X).

For every real number X € [0,1], it holds that

X (Ao + (1= A)m) < Ax(mo) + (1 = A)x(m). (5.266)

Proof Let X = C¥, let X and Y be registers corresponding to the spaces X
and ), and define classical-quantum states 0,01 € D(X ® V) as

o9 = Z Eoq®mno(a) and o1 = Z Eqo®@ni(a). (5.267)
a€eXl a€y

For a given choice of A € [0,1], define 0 = Aog + (1 — A)o1. The Holevo
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information of the ensembles 79, 1, and Any 4+ (1 — X)) may be expressed
as follows:

x(n0) = D(o0||oo[X] @ ao[Y]),

x(m) = D(a1]|1[X] ® o1[Y]), (5.268)

and
XM + (1 = M)m) = D(o||o[X] @ o[Y]). (5.269)
Under the first condition in the statement of the proposition, it holds that

oolY] = o1[Y] = o[Y] = p. In this case, the inequality (5.266) is equivalent
to

D(o|lo[X] @ p) < AD(o0]|o0[X] @ p) + (1 = A)D(on[|or[X] @ p),  (5.270)

which holds by the joint convexity of the quantum relative entropy function
(Corollary 5.33).

Under the second condition in the statement of the proposition, one has
00[X] = 01[X] = o[X] = Diag(p). Exchanging the roles of X and Y from the
first condition, one has that the the proof follows by similar reasoning. [

Holevo’s theorem

The next theorem, known as Holevo’s theorem, establishes that the accessible
information is upper-bounded by the Holevo information, for all ensembles
of states.

Theorem 5.49 (Holevo’s theorem) Let n : ¥ — Pos(Y) be an ensemble
of states, for ¥ an alphabet and Y a complex Euclidean space. It holds that

Tace(n) < x(n)-

Proof Let X be a classical register having classical state set % and let Y
be a register whose associated complex Euclidean space is ). Define a state
ceDX®Y) as

0= Eqa®n(a), (5.271)
acX

and suppose that the pair (X,Y) is in the state o. It holds that
x(n) =D(cl|o[X] ® o[Y]). (5.272)

Next, let I' be an alphabet, let Z be a classical register having classical
state set I, and let p : I' — Pos()) be a measurement. Define a channel
®eC(),Z) as

(Y) = S {u(b), V) By (5.273)
bel
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for all Y € L(Y), which is the quantum-to-classical channel associated with
the measurement p, and consider the situation in which Y is transformed
into Z by means of ®. One has that

(Toy @ @)(0) = D> {u(b),n(a)) Eqq ® Epy = Diag(q), (5.274)
aceX bel’

for ¢ € P(X x I') being the probability vector defined as

q(a,b) = (u(b), n(a)) (5.275)
for all a € ¥ and b € I. It follows that

L.(n) = D(qllq[X] ® q[Z])

=D((I ) ® ®)(0) H (1) ® @)(0[X] @ a[Y])), (5.276)

and therefore I,(n) < x(n), as the quantum relative entropy does not
increase under the action of a channel (by Theorem 5.35). As this bound
holds for all measurements p, the theorem follows. O

For every collection of density operators {p, : a € X} C D()) and every
probability vector p € P(X), it holds that

H(Z p(a)pa> =Y pla)H(pa)

a€Xx a€y (5.277)

< H(Z p(a)pa) < log(dim()),

acx

and therefore the Holevo information of every ensemble 1 : 3 — Pos(}) is
upper-bounded by log(dim())). The following corollary of Theorem 5.49 is
a consequence of this observation.

Corollary 5.50 Let X be an alphabet, let Y be a complex Euclidean space,
and let : ¥ — Pos(Y) be an ensemble of states. It holds that

Tace(n) < log(dim(Y)). (5.278)

Although this is indeed a simple corollary to Theorem 5.49, it nevertheless
establishes the following conceptually important fact: if two individuals share
no prior correlations or shared resources, and one individual sends the other
a quantum register of a given dimension n, then no more than log(n) bits
of classical information will have been transmitted through this process.
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Quantum random access codes

An interesting variation of source coding involves the notion of a quantum
random access code. This is a coding scheme in which a sequence of classical
symbols is encoded into a quantum state in such a way that one may obtain
information about just one of the encoded symbols, chosen arbitrarily by
the individual performing the decoding operation. The following scenario
provides an abstraction of this type of scheme.

Scenario 5.51 Let X and I' be alphabets, let n be a positive integer, let
X1,..., X, be classical registers, each having classical state set 3, let Z be
a classical register having classical state set I', and let Y be a register. Also
let p € P(X) be a probability vector, let

{payan : a1+ -an € "} CD(Y) (5.279)

be a collection of states indexed by X", and let uq,...,u, : I' = Pos()) be
measurements.

Alice obtains the registers Xi,...,X,, which have been independently
prepared by a source, with p being the probabilistic state of each of these
registers. She observes the classical state aj - - - a,, € X" of (Xq,...,X,), and
prepares the register Y in the state pq,..q,, which is then sent to Bob. Bob
selects an index k € {1,...,n} of his choice, measures Y with respect to
the measurement puy, and stores the outcome in the classical register Z. The
classical state of Z represents the information Bob has obtained regarding
the classical state of Xp.

The following example describes an instance of this scenario in which Alice
encodes two classical bits into one qubit in such a way that Bob can recover
the encoded bit of his choice with a reasonably high probability of success.

Example 5.52 Let ¥ = {0,1} denote the binary alphabet. For every real
number 6, define a density operator o(f) € D(C*) as

o(0) = ( cos?(0) cos(0) sin(9)> ’

cos(#) sin(0) sin2(0) (5.280)

and observe that each of these operators is a rank one projection.

Alice obtains two classical registers X; and Xz, both having classical state
set 2. It is to be assumed that the probabilistic states of these registers
are independent and uniformly distributed. She encodes the classical state
(a1,az) € ¥ x ¥ of the pair (X1, Xz) into the quantum state pa,q, € D(C¥)

302 Quantum entropy and source coding

defined as

poo = o(m/8),  pio = 0o(31/8),

po1 = o(77/8), p11 = o(57/8).
Bob receives the qubit pg,q, from Alice, and decides whether he wishes to
learn the classical state a; of X; or the classical state as of Xo. If Bob wishes

to learn aj, he measures the qubit with respect to the measurement
defined as

(5.281)

p1(0) =0(0) and pi(1) =o(w/2). (5.282)

If instead Bob wishes to learn as, he measures the qubit with respect to the
measurement ps defined as

u2(0) =o(w/4) and po(l) = o(3n/4). (5.283)
Using the formula
(0(¢),(8)) = cos?(¢ — 6), (5.284)

one concludes from a case analysis that, if Bob measures p,, 4, with respect
to the measurement puy, he will obtain the measurement outcome aj with
probability cos?(m/8) ~ 0.85 in all cases.

With Scenario 5.51 in mind, one may define a quantum random access code
for a given choice of a positive integer n and a probability vector p € P(X)
as consisting of two objects: the first is the collection of density operators

{pPayan a1+ an € X"} CD(Y) (5.285)

representing the encodings of the possible sequences a; - - - a,, € X", and the
second is the sequence of measurements

U1y ooy pin s T — Pos()) (5.286)

that reveal information concerning one of the initial registers Xy, ..., X,.

The amount of information revealed by such a quantum random access
code may be represented by a vector (ai,...,a,), where ay represents the
mutual information between Xj and Z, conditioned on the measurement gy
having been performed and the outcome of that measurement stored in Z.
The vector (a1, ...,q,) may be defined in more precise terms as follows.
First, one defines an ensemble 7 : ¥ — Pos()) as

nai---an) = plar) - plan) pa,--a, (5.287)
for each aj - - - a, € X". Then, for each k € {1,...,n}, one defines

ap =1(Xp : 2), (5.288)
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where the mutual information is defined with respect to the probabilistic
state g € P(X"™ x I') of the compound register (Xq,...,X,,Z) given by

k(a1 -~ an,b) = (uk(b), nlar -+ an)) (5.289)
for each a;---a, € X" and be I

Nayak’s theorem

Although Example 5.52 suggests a potential for quantum random access
codes to provide significant advantages over classical coding schemes, it is a
false impression. The following theorem demonstrates that quantum random
access codes are strongly limited in their capabilities.

Theorem 5.53 (Nayak’s theorem) Let ¥ be an alphabet, let p € P(X) be
a probability vector, and let n be a positive integer. Also let Y be a complex
Fuclidean space, let I' be an alphabet, and let

{Pay-an 1 Q1 an €X"} CD(Y) and pi,...,un: T — Pos(Y) (5.290)

be a quantum random access code for p. Assuming that (ai,...,qn) is a
vector representing the amount of information revealed by this code for the
distribution p, in the manner defined above, it must hold that

Z ar < x(n) (5.291)
k=1

forn : X" — Pos()) being the ensemble defined by

n(ar - an) = plar) - plan) pa; -an (5.292)
for each ay---a, € X".
Proof Let Xi,...,X, be classical registers, each having classical state set

3, and let Y be a register whose associated complex Euclidean space is )
(as in Scenario 5.51). Let

o= Z plar) - plan)Ea o @ - @ Eq,, a0, @ Pay--an (5.293)

ay-ap€X™

be the classical-quantum state of the compound register (Xi,...,X,,Y)
corresponding to the ensemble 1. With respect to the state o, one has that

I(Xq,..., X0 Y) = x(n). (5.294)
Now, it holds that

I(X1,..., X 1Y)

5.295
:I(XHZY)+I(X1,...7XR_12Xn,Y)71(X1,...,Xn_1ZXn). ( )
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This identity (which is equivalent to an identity commonly known as the
chain rule for quantum mutual information) holds independent of the state
of these registers, and may be verified by expanding the definition of the
quantum mutual information. In the particular case of the state o, one has
that

I(Xl, e ,xn,1 : Xn) = 0, (5296)
as the registers Xy, ..., X, are independent with respect to this state. Thus,

I(X1, ., Xyt Y) =T1(X : V) +I(Xq, o X1 X, Y)

(5.297)
>T1(X 0 Y) +I(X1, .. X1 1Y),

where the inequality holds by Corollary 5.37. By applying this inequality
recursively, one finds that

I(X1,..., Xn:Y) > zn: (X, 1 Y). (5.298)
k=1

Finally, one may observe that oy < I(Xy:Y) for each k € {1,...,n}, as a
consequence of Holevo’s theorem (Theorem 5.49). Thus,

n
>k <I(Xp, .., X0 Y) = x(n), (5.299)
k=1

as required. O

One interesting type of quantum random access code, which includes the
code suggested by Example 5.52, is one in which ¥ and I' are equal to the
binary alphabet, and one aims for the classical state of the register Z to agree
with X for whichever index k € {1,...,n} was measured. Theorem 5.53
implies a strong limitation on schemes of this sort. The following lemma,
which is a special case of an inequality known as Fano’s inequality, is useful
for analyzing this special case.

Lemma 5.54 Let X and Y be classical registers sharing the same classical
state set X = {0,1}, and assume the pair (X,Y) is in a probabilistic state
g € P(X x %) for which q[X](0) = ¢[X](1) =1/2 and

q(0,0) +¢(1,1) = A (5.300)

for X € 0,1]. (In words, the state of X is uniformly distributed and Y and
X agree with probability X.) It holds that I(X:Y) > 1 —H(\ 1 —\).
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Proof Define Z to be a classical register having classical state set X, and
let p € P(X x ¥ x X) be the probability vector defined as

b) ife= b
plabc) = 1@t ife=a® (5.301)
0 otherwise,

where a @ b denotes the exclusive-OR, of the binary values a and b. In words,
p describes the probabilistic state of (X,Y,Z) for which (X,Y) is distributed
according to q and Z is set to the exclusive-OR of X and Y. With respect to
this state, one has

H(Z) =H(\1-X\). (5.302)
Moreover, it holds that

H(X|Y) = H(Z]Y), (5.303)
as the classical states of X and Z uniquely determine one another for each

fixed classical state of Y. Finally, by the subadditivity of Shannon entropy
(Proposition 5.9), one has that

Consequently,
I(X:Y) = H(X) - H(X|Y) = 1 — H(Z|Y) (5.305)
>1-H(Z)=1-H\1- M), '
as required. -

Corollary 5.55 Let ¥ = {0,1} denote the binary alphabet, let n be a
positive integer, let Y be a complex Euclidean space, and let X € [1/2,1] be
a real number. Also let

{par-an * a1-+-a, € X"} CD(Y) (5.306)
be a collection of density operators, and let
Wy fhn 2 25— Pos(Y) (5.307)
be measurements. If it holds that
(r(ak); pay-an) = A (5.308)
for every choice of k € {1,...,n} and a1 ...a, € X", then

log(dim(Y)) > (1 — H(A, 1 — \))n. (5.309)
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Proof Let p € P(X) be the uniform distribution and define an ensemble
n: X" — Pos(Y) as

1
n(ar---an) = pla1) - plan) pay-a, = on Pai--an (5.310)
for each string aj ---a, € X" Let (a1,...,a,) be the vector representing

the amount of information revealed by the quantum random access code
defined by the collection {pg;...a,, : @1---an € X"} and the measurements
U1, ., iy for the distribution p. By combining Lemma 5.54 with the fact
that H(e,1 — ) is a decreasing function of a on the interval [1/2, 1], one
finds that
ap >1—H(\1-)) (5.311)
for every k € {1,...,n}. Therefore, by Theorem 5.53, it holds that
x(n) = (1= HOL 1= A)n. (5.312)

As the Holevo information of 7 is upper-bounded by log(dim())), the proof
is complete. Il

Thus, for the special type of random access code under consideration, the
number of qubits required to encode a binary string of length n is linear in
n, with the constant of proportionality tending to 1 as the error tolerance
decreases.

5.4 Exercises

Exercise 5.1 Let X, Y and Z be registers. Prove that the following two
inequalities hold for all states p € D(X ® Y ® Z) of these registers:

(a) I(X,Y:2Z) +1(Y:Z) > I(X: Z).

(b) H(X,Y|Z) + H(Y|Z) > H(X|Z) — 2H(Z)

Exercise 5.2 Let X be an alphabet, let X', ), and Z be complex Euclidean
spaces, let p € D(X® Z) be a density operator, let p € P(X) be a probability
vector, and let {®, : a € £} C C(X,Y) be a collection of channels. Define
an ensemble 7 : 3 — Pos(Y ® Z) as

n(a) = p(a)(®a ® Liz)(p) (5.313)

for each a € X. Prove that

x(n) < H(Zp(a)%(Trz(p))) +Y p(a)H(®a(Trz(p))).  (5.314)

a€x aeX
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Exercise 5.3 Let X, Y, and Z be registers.

(a) Prove that, for every state p € D(X ® ) ® Z) of these registers, it holds
that

I(X,Y:Z) <I(Y:X,Z)+ 2H(X). (5.315)

(b) Let X be the classical state set of X, let {0, : a € X} C D(Y ® Z) be

a collection of density operators, let p € P(X) be a probability vector,

and let
p=> p(a)Esq®0q (5.316)
a€s
be a state of (X,Y,Z). Prove that, with respect to the state p, one has
I(X,Y :Z) <I(Y : X,Z) + H(X). (5.317)

Exercise 5.4 Let X be an alphabet and let X and ) be complex Euclidean
spaces. Also let @ € C(X,)) be a channel, let n : ¥ — Pos(X) be an
ensemble, and define an ensemble ®(n) : ¥ — Pos()) as

(@(n))(a) = @(n(a)) (5.318)
for each a € X. Prove that x(®(n)) < x(n).

Exercise 5.5 Let X and Y be registers and let pg, p1 € D(X ®)) be states
of these registers. Prove that, for every choice of A € [0, 1], it holds that

H(Apo + (1= A)p1) — H(Apo[Y] + (1 — N)p1[Y])
> A(H(po) — H(po[Y])) + (1 — A) (H(p1) — H(p1[Y])).

(Equivalently, prove that the conditional von Neumann entropy of X given

(5.319)

Y is a concave function of the state of these registers.)

Exercise 5.6 Let X and Y be registers and let p € D(X ® )) be a state
of these registers for which it holds that

pP= Z pla)oa ® &a,
a€y
for some choice of an alphabet 3, a probability vector p € P(X), and two
collections of states {0, : a € ¥} CD(X) and {&, : a € £} C D(}).

(a) Prove that, with respect to the state p, it holds that I(X:Y) < H(p).
(b) Prove that

H(p) > Y pla) Hiow) + H(Z p<a>sa>. (5.320)

acy acx
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of von Neumann (Tribus and Mclrvine, 1971). More substantive connections
between these different notions of entropy have been considered by several
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(Kullback and Leibler, 1951). Theorem 5.14 is due to Audenaert (2007). A
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factor) was proved by Pinsker (1964) and later refined by others, including
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Cover and Thomas (2006), among many others.

The von Neumann entropy was first defined by von Neumann in a 1927
paper (von Neumann, 1927a) and then investigated in greater detail in
his 1932 book (von Neumann, 1955), in both cases within the context of
quantum statistical mechanics. Despite Shannon’s reported discussion with
von Neumann regarding the Shannon entropy, there is no evidence known to
suggest that von Neumann ever considered the information-theoretic aspects
of the von Neumann entropy function.

The quantum relative entropy was defined by Umegaki (1962). A fact
from which Klein’s inequality (as stated in Proposition 5.22) may be derived
was proved many years earlier by Klein (1931). Theorem 5.25 was proved by
Araki and Lieb (1970), who also introduced the purification method through
which it is proved in the same paper. A weaker version of the Fannes—
Audenaert inequality (Theorem 5.26) was proved by Fannes (1973), and was
later strengthened by Audenaert (2007) (through a reduction to the classical
result stated in Theorem 5.14, which was proved in the same paper).

Lieb’s concavity theorem was proved by Lieb (1973). The statement of this
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theorem represented by Theorem 5.30 is due to Ando (1979). Multiple proofs
of this theorem are known; the proof presented in this book is an adaptation
of one appearing in the book of Simon (1979) with simplifications inspired
by Ando’s methodology (Ando, 1979). Simon attributes the central idea of
his proof to Uhlmann (1977). The strong subadditivity of von Neumann
entropy was first conjectured by Lanford and Robinson (1968) and proved
by Lieb and Ruskai (1973) using Lieb’s concavity theorem. Lindblad (1974)
proved the joint convexity of quantum relative entropy, also using Lieb’s
concavity theorem. The quantum Pinsker inequality (Theorem 5.38) appears
in a paper of Hiai, Ohya, and Tsukada (1981), and may be obtained as a
special case of a more general theorem due to Uhlmann (1977).

Theorem 5.44 was proved by Schumacher (1995). Holevo (1973a) proved
his eponymous theorem (Theorem 5.49) through a different proof than the
one presented in this chapter—Holevo’s proof did not make use of the strong
subadditivity of von Neumann entropy or Lieb’s concavity theorem.

Quantum random access codes were proposed by Ambainis, Nayak,
Ta-Shma, and Vazirani (1999); they proved a somewhat weaker limitation
on quantum random access codes than what is established by Corollary 5.55,
which was proved by Nayak (1999b) a short time later. (The two previously
referenced papers appeared in conference proceedings, and were consolidated
as a journal paper (Ambainis et al., 2002).) Nayak’s theorem, as stated
in Theorem 5.53, follows from the proof of a closely related theorem that
appears in Nayak’s PhD thesis (Nayak, 1999a).

6

Bipartite entanglement

Entanglement is a fundamental concept in quantum information theory,
considered by many to be a quintessential characteristic that distinguishes
quantum systems from their classical counterparts. Informally speaking, a
state of a collection of registers Xi,..., X, is said to be entangled when it
is not possible to specify the correlations that exist among the registers in
classical terms. When it is possible to describe these correlations in classical
terms, the registers are said to be in a separable state. Entanglement among
two or more registers is therefore synonymous with a lack of separability.

This chapter introduces notions associated with bipartite entanglement,
in which correlations between precisely two registers (or two collections of
registers) are considered. Topics to be discussed include the property of
separability, which is applicable not only to states but also to channels and
measurements; aspects of entanglement manipulation and quantification;
and a discussion of operational phenomena associated with entanglement,
including teleportation, dense coding, and non-classical correlations among
measurements on separated systems.

6.1 Separability

This section introduces the notion of separability, which is applicable to
states, channels, and measurements on bipartite systems. It is possible to
define a multipartite variant of this concept, but only bipartite separability
is considered in this book.

6.1.1 Separable operators and states

The property of separability for operators acting on bipartite tensor product
spaces is defined as follows.
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Definition 6.1 For any choice of complex Euclidean spaces X and Y,
the set Sep(X : V) is defined as the set containing all positive semidefinite
operators R € Pos(X ® )) for which there exists an alphabet ¥ and two
collections of positive semidefinite operators,

{P, : a€ X} CPos(X) and {Q, : a€ X} C Pos(})), (6.1)
such that
R=> P,®Qa. (6.2)

aex

Elements of the set Sep(X : V) are called separable operators.

Remark It must be stressed that separability is defined with respect to
a particular tensor product structure of the underlying complex Euclidean
space of a given operator, as the previous definition reflects. When the term
separable operator is used, one must therefore make this tensor product
structure known (if it is not implicit). An operator R € Pos(X ® Y ® Z)
may, for instance, be an element of Sep(X : Y ® Z) but not Sep(X @Y : Z).

By restricting the definition above to density operators, one obtains a
definition of separable states.

Definition 6.2 Let X and Y be complex Euclidean spaces. One defines
SepD(X : Y) =Sep(X:)Y) N D(X ® ). (6.3)

Elements of the set SepD(X : Y) are called separable states (or separable
density operators).

Convez properties of separable operators and states

The sets Sep(&X : V) and SepD(X : V) possess various properties relating to
convexity, a few of which will now be observed.

Proposition 6.3 For every choice of complex Euclidean spaces X and ),
the set SepD(X :Y) is convex, and the set Sep(X :Y) is a convex cone.

Proof Tt will first be proved that Sep(X :)) is a convex cone. It suffices to
prove that Sep(X : ) is closed under addition as well as multiplication by
any nonnegative real number. To this end, assume that Ry, R; € Sep(X :))
are separable operators and A > 0 is a nonnegative real number. One may
write

Ry=)Y P.®Qs and Ri=)» P,®Q, (6.4)

a€Xg a€Xy
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for disjoint alphabets, ¥y and X1, and two collections of positive semidefinite
operators,

{Ps : a € ZgUX;} C Pos(X),

{Qu : a € XU} C Pos(Y). (6:5)
It holds that
Ro+Ri= Y, Pa®Qa, (6.6)
a€THUL
and therefore Ry + Ry € Sep(X : Y). Moreover, it holds that
ARy = Y (AP.) ® Qa. (6.7)

a€Xg

As AP € Pos(X) for every positive semidefinite operator P € Pos(X), it
follows that ARy € Sep(X :Y).

The fact that SepD(X : ) is convex follows from the fact that it is equal
to the intersection of two convex sets, Sep(X : ) and D(X ® V). O

The next proposition, when combined with the previous one, implies that
Sep(X : ) is equal to the cone generated by SepD(X : Y).

Proposition 6.4 Let Z be a complex Euclidean space, let A C Pos(Z) be
a cone, and assume that B = AND(Z) is nonempty. It holds that
A = cone(B). (6.8)

Proof Suppose first that p € B and A > 0. It follows that Ap € A by virtue
of the fact that B C A and A is a cone, and therefore

cone(B) C A. (6.9)

Now suppose that P € A. If P = 0, then one has that P = A\p for A =0
and p € B being chosen arbitrarily. If P ## 0, then consider the density
operator p = P/ Tr(P). It holds that p € A because 1/ Tr(P) > 0 and A is
a cone, and therefore p € B. As P = Ap for A = Tr(P) > 0, it follows that
P € cone(B). Therefore,

A C cone(B), (6.10)
which completes the proof. O

Two equivalent ways of specifying separable states are provided by the
next proposition, which is a straightforward consequence of the spectral
theorem.
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Proposition 6.5 Let £ € D(X ® V) be a density operator, for complex
Euclidean spaces X and Y. The following statements are equivalent:

1. £ €8SepD(X:Y).

2. There exists an alphabet 3, collections of states {p, : a € £} C D(X)
and {0, : a € X} CD(Y), and a probability vector p € P(X), such that

¢=Y p(a)pa ® oq. (6.11)
a€X

3. There exists an alphabet ¥, collections of unit vectors {xq, : a € ¥} C X
and {y, : a € £} C Y, and a probability vector p € P(X), such that

&= Z pla) z,xh @ yays. (6.12)
agx

Proof The third statement trivially implies the second, and it is immediate
that the second statement implies the first, as SepD(X : )) is convex and
Pa @ 04 € SepD(X : V) for each a € X. It remains to prove that the first
statement implies the third.
Let &€ € SepD(X : V). As £ € Sep(X : )), one may write
£=Y PoQ (6.13)
bel

for some choice of an alphabet I" and collections {F;, : b € I'} C Pos(X) and
{Qp : beT'} CPos(Y) of positive semidefinite operators. Let n = dim(X),
let m = dim()), and consider spectral decompositions of these operators as
follows:

n m
Py=Y Ni(Pyupjus; and Qp =D Me(Qp)vb ks, (6.14)
j=1 k=1
for each b € . Define ¥ =T x {1,...,n} x {1,...,m}, and define
L(b,jik) = Ubj (6.15)
Y(b,jk) = Vb
for every (b, j, k) € ¥. A straightforward computation reveals that
Z p(a) zax) @ Yayn = Z PoQy,=_¢. (6.16)
=) bel'
Moreover, each value p(a) is nonnegative, and because

> pla) =Te(€) =1, (6.17)

a€x
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it follows that p is a probability vector. It has therefore been proved that
statement 1 implies statement 3. |

By the equivalence of the first and second statements in the previous
proposition, it holds that a given separable state £ € SepD(X :)) represents
a classical probability distribution over independent quantum states of a
pair of registers (X,Y); and in this sense the possible states of the registers
X and Y, when considered in isolation, are classically correlated.

For a separable state £ € SepD(X : ), the expression (6.12) is generally
not unique—there may be many inequivalent ways that £ can be expressed
in this form. It is important to observe that an expression of this form cannot
necessarily be obtained directly from a spectral decomposition of &. Indeed,
for some choices of £ € SepD(X:Y) it may hold that every expression of ¢ in
the form (6.12) requires that ¥ has cardinality strictly larger than rank(¢).
An upper bound on the size of the alphabet ¥ required for an expression
of the form (6.12) to exist may, however, be obtained from Carathéodory’s
theorem (Theorem 1.9).

Proposition 6.6 Let £ € SepD(X : Y) be a separable state, for X and
Y being complex Fuclidean spaces. There exists an alphabet ¥ such that
|2 < rank(€)?, two collections of unit vectors {z, : a € ¥} C X and
{Ya : a € X} C Y, and a probability vector p € P(X) such that

§= pla)w.x) @ yay,- (6.18)
aex

Proof By Proposition 6.5 it holds that
SepD(X : Y) = conv{zz* @ yy* : z € S(X),y € S(V)}, (6.19)
from which it follows that & is contained in the set
conv{zz* @ yy* : v € S(X), y € S(V), im(zz* @ yy*) Cim(£)}. (6.20)

Every density operator p € D(X ® V) satisfying im(p) C im(&) is contained
in the real affine subspace

{H € Herm(X ® V) : im(H) C im(¢), Tr(H) = 1} (6.21)

of dimension rank(¢)2—1, and therefore the proposition follows directly from
Carathéodory’s theorem. O

By combining the previous proposition with Proposition 6.4, one obtains
the following corollary.
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Corollary 6.7 Let R € Sep(X :Y) be a nonzero separable operator, for
complex Euclidean spaces X and Y. There exists an alphabet ¥ such that
|| < rank(R)?, along with two collections of vectors {z, : a € £} C X and
{ya : a € X} C Y, such that

R = Z TaZh @ Yol (6.22)
aeXx

The last observation to be made about separable operators and states
in this subsection is the following proposition, which establishes a basic
topological property of the sets Sep(&X : ) and SepD(X : ).

Proposition 6.8 For every choice of complex Fuclidean spaces X and ),
the set SepD(X : V) is compact and the set Sep(X : ) is closed.

Proof The unit spheres S(X) and S()) are compact, which implies that
their Cartesian product S(X') x S() is also compact. The function
¢:S(X) xS(Y) = Pos(X@Y) : (2,y) = z2* @ yy* (6.23)
is continuous, and therefore the set
P(S(X) x S(V)) = {za" @yy" : v € S(X), y € S(V)} (6.24)

is compact. Because the convex hull of a compact set is necessarily compact,
it follows that SepD(X : ) is compact.

As SepD(X : ) is compact, and does not include 0, the cone it generates
is closed, and therefore Sep(X : ) is closed. O

The Horodecki criterion

The next theorem provides an alternative characterization of separability,
demonstrating that the property of separability for operators has a close
connection with the property of positivity for maps.

Theorem 6.9 (Horodecki criterion) Let X and Y be complex Euclidean
spaces and let R € Pos(X ® V) be a positive semidefinite operator. The
following three statements are equivalent:

1. R € Sep(X:)).
2. For every choice of a compler Fuclidean space Z and a positive map
® € T(X, Z) it holds that

3. For every positive and unital map ® € T(X,Y), it holds that
(2@ 11y)(R) €Pos(Y R Y). (6.26)
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Proof Suppose first that R € Sep(X : Y), so that
R=> P,®Q, (6.27)

acy
for some choice of an alphabet ¥ and collections {P, : a € ¥} C Pos(X)
and {Q, : a € X} C Pos()). For every complex Euclidean space Z and
every positive map ¢ € T(X, Z) it holds that

(@@ L)) (R) =D ®(Py) ®Qq € Pos(Z2®Y), (6.28)
a€x
by virtue of the fact that ®(P,) is a positive semidefinite operator for each
a € X. Statement 1 therefore implies statement 2.

Statement 2 trivially implies statement 3.

Finally, the fact that statement 3 implies statement 1 will be proved in the
contrapositive form. To this end, assume R € Pos(X ® )) is not a separable
operator. As Sep(X':)) is a closed, convex cone within the real vector space
Herm(X ® )), the hyperplane separation theorem (Theorem 1.11) implies
that there must exist a Hermitian operator H € Herm(X ® ) such that
(H,R) < 0 and (H,S) > 0 for every S € Sep(X :)). The operator H will
be used to define a positive and unital map ® € T(X,)) for which

(®®1iy)(R) & Pos(Y® V). (6.29)

First, let ¥ € T(Y, X) be the unique map for which J(¥) = H, choose
€ > 0 to be a sufficiently small positive real number so that the inequality

(H,R)+eTr(R) <0 (6.30)
is satisfied, and define = € T(X,)) as
E(X) =0"(X)+eTr(X)1y (6.31)

for every X € L(X). For arbitrarily chosen positive semidefinite operators
P € Pos(X) and Q € Pos(Y), it is the case that

P®Q € Sep(X:)), (6.32)
and therefore
0<(H,PRQ)=(P®Q,J(¥) =(P,¥Q)). (6.33)

The fact that this inequality holds for every choice of P € Pos(X) and
Q € Pos(Y) implies that U(Q) € Pos(X) for every choice of @ € Pos()),
and therefore U is a positive map. It follows from Proposition 2.18 that U*
is a positive map as well. For every nonzero positive semidefinite operator
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P € Pos(X), the operator Z(P) is therefore equal to a positive semidefinite
operator U*(P) plus a positive multiple of the identity operator.

Now let A = Z(1y), which is necessarily a positive definite operator, and
define ® € T(X,Y) as

1

O(X)=A2E(X)A 2 (6.34)

for every X € L(X). It remains to verify that ® is a positive and unital map
for which (6.29) holds. The positivity of ® follows from the fact that = is
positive, and it holds that

B(ly) = A 3Z(Ax) A3 = A3 AA™S = 1y, (6.35)

establishing that ® is unital. Finally, through the following computation,
one may verify that the operator (® ® 1) (R) is not positive semidefinite:

<vec(\/Z) V€C<\/Z)*, (P® IlLO,))(R)>

= (vec(ly) vee(ly)", (E® L) (R))
= (J(E"),R) (6.36)
= <J(\If) +ely® ]ly,R>
= (H,R) + e Tr(R)
< 0.
This completes the proof. O

One immediate application of Theorem 6.9 is that it provides a method
for proving that certain positive semidefinite operators are not separable.
The following example demonstrates this method for two families of states
known as Werner states and isotropic states.

Example 6.10 Let ¥ be an alphabet, and let X and ) be complex
Euclidean spaces of the form X = C* and Y = C¥. The swap operator
W e L(X ®)) is the unique operator satisfying

Wrey)=yoz (6.37)
for all vectors x,y € C*. Equivalently, this operator is given by

W = Z Ea,b & Eb,a~ (638)
a,bex

The operator W is both unitary and Hermitian, with eigenvalues 1 and —1.
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The eigenspace of W corresponding to the eigenvalue 1 is spanned by the
orthonormal collection

{ea®eb+eb®ea
V2

where it has been assumed that a total ordering of the alphabet 3 has been

:a,bEE,a<b}U{ea®ea:aeE}7 (6.39)

fixed, while the eigenspace corresponding to the eigenvalue —1 is spanned
by the orthonormal collection

{ea®€b7€b®ea
V2

Let n = |X|, and define projection operators Ay, Aq, Iy, I} € Proj(X @ V)
as follows:

ta,be X a< b}. (6.40)

1 1 1
No== Y Eup®E., Hy=-1®1+ W, (6.41)
n 2 2
a,bex
Al=131-A, I =191 —1I,. (6.42)

That these operators are indeed projection operators follows from the fact
that they are Hermitian and square to themselves. Alternatively, one may
observe that Ag = uu* is the projection onto the one-dimensional subspace
of X ® Y spanned by the unit vector

1
u= = > ea ®eq, (6.43)

a€x

A is the projection onto the orthogonal complement of this subspace, and
IIp and II; are the projection operators onto the subspaces spanned by the
collections (6.39) and (6.40), respectively. (The images of Iy and II; are also
known as the symmetric and anti-symmetric subspaces of C* ® C*, and are
considered in greater detail and generality in Chapter 7.) It holds that

1
rank(Ag) = 1, rank(Ilp) = <n; ),
(6.44)
rank(A;) = n? — 1, rank(Il;) = <Z>
States of the form
A
Ao+ (1= A)—— (6.45)
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are known as isotropic states, and states of the form

A(fﬁ) . )\)% (6.46)
2 2
are known as Werner states (for A € [0,1] in both cases).

Now, let T € T(X) denote the transpose mapping, defined by the action
T(X) = X7 for all X € L(X). The mapping T is a positive map. Using the
observation that

(T® L) (Do) = %W, (6.47)

which may be verified directly, as well as T(1y) = 1y and T2 = 11(x), the
following relations may be obtained:

(T®Lp))(Ao) = %Ho - %Hl ) (6.48)
(T@1Ly))(A1) = n; 1Ho+ n+1H1, (6.49)
(T® 1y (o) = n;— 1A0 + %A1 ; (6.50)
(1@ 1) () = ~" 07 Ao+ 2 A, (6.51)
For A € [0, 1], the equations
(T® Lyey) (AAO La- A)nf_l 1)
(6.52)

_ (1 +2/\n) (%01) n (1 ;An)%
and

(T® L) <A(”+) - A)%)

22 —1 20 —1 A
n n ns—1
are implied. It therefore holds that the isotropic state (6.45) is entangled (i.e.,

not separable) for A € (1/n,1], while the Werner state (6.46) is entangled
for A € [0,1/2).1
L Tt does indeed hold that the isotropic state (6.45) is separable for A € [0,1/n] and the Werner

state (6.46) is separable for A € [1/2,1]. These facts are proved in Chapter 7
(q.v. Example 7.25).

(6.53)
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A separable neighborhood of the identity operator

By means of the Horodecki criterion (Theorem 6.9), it may be proved that
there exists a neighborhood of the identity operator 1y ® 1y, for any choice
of complex Euclidean spaces X and ), in which every positive semidefinite
operator is separable. Consequently, every density operator D(X ® ) that
is sufficiently close to the completely mixed state is separable. In order to
prove this fact, which is stated in more precise terms in Theorem 6.13 below,
the following lemma will be used.

Lemma 6.11 Let 3 be an alphabet, let X be a compler Euclidean space,
let {Xap @ a,b € X} C L(X) be a collection of operators, and let Y = C*.
The operator

X=) Xap®E, €L(X®Y) (6.54)
a,bex
satisfies
X117 < 3 1 Xasll” (6.55)
a,bexl

Proof For each a € X, define an operator Y, € L(X ® )) as
Vo= Xap® Eqp. (6.56)
bex

By expanding the product Y,Y,; and applying the triangle inequality, the
multiplicativity of the spectral norm under tensor products, and the spectral
norm identity (1.178), one finds that

1YaYe [ = || 3 XapXip ® Eaa| < 3| XapXipll = 3 Xan|*. (6.57)
bex bex bex
Also observe that
XX => Y'Y, (6.58)
aeX

Therefore, by (6.57) together with the triangle inequality and the spectral
norm identity (1.178), it holds that

X112 = | XX < S Vavall < 3 ([ Xaols (6.59)
a€y a,bex

as required. O

In addition, the following theorem (which is equivalent to Theorem 3.39)
will be needed.
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Theorem 6.12 Let & € T(X,)) be a positive and unital map, for complex
Euclidean spaces X and Y. It holds that

@) < 1 X]] (6.60)
for every operator X € L(X).

Proof By the assumption that & is positive and unital, Proposition 2.18 and
Theorem 2.26 imply that ®* is positive and trace-preserving. For operators
X € L(X) and Y € L(Y), one therefore has

< IXANY i @* e = (XYl
where the final equality follows by Corollary 3.40 (to Theorem 3.39). By

maximizing over all operators Y € L(Y) that satisfy ||Y||; < 1, one finds
that [|@(X)| < || X for every X € L(X), as required. O

Theorem 6.13 Let H € Herm(X ® ) be a Hermitian operator satisfying
|H |2 <1, for complex Fuclidean spaces X and Y. It holds that

1y ®1y — H € Sep(X : ). (6.62)

Proof Let ® € T(X,Y) be an arbitrarily chosen positive and unital map.
Let ¥ be the alphabet for which ) = C¥, and write

H = Z Ha,b®Ea,b~ (6.63)
a,bex
It holds that
(©@1Liy)(H) = > ®(Hap) ® Eqp, (6.64)
a,beXl
and therefore
[(@ @ L) (H)|" < D [ @(Hap)|?
a,bex
(6.65)
<Y N Hapl? < Y 1 Hapllz = [1HIZ < 1.
a,bex a,bex

(The first inequality is implied by Lemma 6.11, and the second inequality is
implied by Theorem 6.12.) The positivity of ® implies that (® ® 1;,)(H)
is Hermitian, and therefore (® ® 11y,)(H) < 1y ® 1y. It follows that

(D@L (lx @1y —H) =1y ® 1y — (P @1y, (H) > 0. (6.66)

Because (6.66) holds for all positive and unital maps ®, one concludes from
Theorem 6.9 that 1y ® 1y — H is separable. O
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Bipartite operator entanglement rank

Let X and Y be complex Euclidean spaces, and consider the collection of
all positive semidefinite operators R € Pos(X ® ) for which there exists an
alphabet ¥ and a collection of operators {A, : a € £} C L(), X) such that

R= Z vec(Ag) vec(4q)” (6.67)

and rank(A4,) < 1 for each a € X. An operator A € L(Y,X) has rank
at most 1 if and only if there exist vectors u € X and v € ) such that
vec(A) = u ® v, and from this observation it follows that the collection of
operators R just described coincides with Sep(X : ).

It is useful to generalize this notion, allowing for arbitrary upper-bounds
on the rank of the operators {A, : a € X}, along the lines of the following
definition.

Definition 6.14 Let X and Y be complex Euclidean spaces and let » > 1
be a positive integer. The set Ent,(X : ) is defined to be the set of all
operators R € Pos(X ® )) for which there exists an alphabet ¥ and a
collection of operators

{44 1 a € X} CL(,X) (6.68)
satisfying rank(A,) < r for each a € X, such that
R= Z vec(Ag) vec(4q)™. (6.69)
agx

An element R € Ent,(X:)) is said to have entanglement rank bounded by r.
The entanglement rank of R € Pos(X ® )), with respect to the bipartition
between X and ), is the minimum value of > 1 such that R € Ent,.(X:)).

As indicated above, it holds that
Sep(X :Y) = Ent1 (X :Y), (6.70)
and from Definition 6.14 it is immediate that
Ent,_1(X:)) C Ent,.(X:)Y) (6.71)

for every integer r > 2.

The containment (6.71) is proper, provided r < min{dim(X’),dim(Y)}.
To see that this is so, consider any operator B € L(), X') having rank equal
to 7, and suppose that

vec(B) vec( Zvcc )vec(Aq)* (6.72)

a€x



6.1 Separability 323

for some collection of operators {4, : a € ¥} C L(), X). As the operator
represented by this equation has rank equal to 1, it must hold that A, = o, B
for each a € 3, for {oyg : a € ¥} being a collection of complex numbers
satisfying

> lea? =1. (6.73)

agx
It is therefore not possible that (6.72) holds when each operator A, has rank
strictly smaller than r, and therefore

vec(B) vec(B)" & Entyp_1 (X : V). (6.74)

It is immediate, on the other hand, that vec(B) vec(B)* € Ent, (X : ).
Finally, one may observe that

Ent,, (X : V) = Pos(X ® Y) (6.75)

for n > min{dim(X’),dim(}))}, as every operator A € L(},X) has rank
bounded by n in this case.

The following simple proposition concerning entanglement rank will be
useful in subsequent sections of this chapter.

Proposition 6.15 Let B € L(Y, X) be an operator, for complex Euclidean
spaces X and Y, and assume that || B|| < 1. For every positive integer r and
every operator

P € Ent, . (X:Y) (6.76)
having entanglement rank bounded by r, it holds that
(vec(B) vec(B)*, P) < r Tr(P). (6.77)

Proof Under the assumption that P has entanglement rank bounded by r,
one may write

P =" vec(A,) vec(Aq)* (6.78)

aex

for an alphabet ¥ and a collection of operators {A, : a € ¥} C L(), X) for
which rank(A,) < r for every a € X. For every operator A € L(), X), one
has

2
(B, A)” <[]} < rank(4) || A13, (6.79)

so that evaluating the inner product in the statement of the proposition
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yields
(vec(B) vec(B)*, P) = Z|<B,Aa>|2
wex , (6.80)
< Z rank(Aa)”Aanz <r Z”AHHQ =rTr(P),
acx aex
as required. O

Example 6.16 Let X be an alphabet, let n = |¥|, let X = C*¥ and ) = C¥,
and define a density operator 7 € D(X ® )) as

1
T=- > Eap @ Eqy. (6.81)
a,bey

The density operator 7, which coincides with the isotropic state A defined
in Example 6.10, is the canonical example of a maximally entangled state
with respect to the spaces X and ). One may observe that

T= %VGC(]I)VGC(]].)* (6.82)

for 1 denoting the identity operator on C*, which may be viewed as an
element of the set L(), X') in the most straightforward way.
For every positive integer r and every density operator

p€D(X®Y)NEnt, (X:)) (6.83)

having entanglement rank bounded by r, Proposition 6.15 implies that
1
(7,p) = = (vec(1) vec(1)*, p) < - (6.84)
n n

One therefore has that every state of bounded entanglement rank must have
a proportionately small inner product with the state 7.

6.1.2 Separable maps and the LOCC paradigm

Separable maps are defined in an analogous way to separable operators,
reflecting the natural correspondence between completely positive maps and
positive semidefinite operators. The resulting notion of separability for maps,
including channels, is algebraic in nature; and it cannot be said that it is
directly motivated from a physical or operational viewpoint.

This notion of separability for channels is, however, closely connected
to the more operationally motivated notion of channels implementable by
local operations and classical communication, or LOCC for short. An LOCC
channel is a channel that can be implemented by two individuals whose



6.1 Separability 325

local actions are unrestricted (corresponding to arbitrary measurements or
channels), but whose communications with one another are restricted to
be classical. This paradigm provides a foundation from which properties
of entanglement are commonly studied, particularly in settings in which
entanglement is viewed as a resource for information processing.

Separable maps and channels

As suggested above, the notion of separability for maps is defined in an
analogous way to separability for operators. The following definition states
this in more precise terms.

Definition 6.17 Let X', ), Z, and W be complex Euclidean spaces. The
set SepCP(X, Z: Y, W) is defined as the set of all completely positive maps
of the form

ZeCPXRY,ZaW) (6.85)

for which there exists an alphabet ¥ and collections of completely positive
maps {®, : a € X} C CP(X, 2) and {¥, : a € X} C CP(Y, W) such that
E=D 0,0V, (6.86)
a€y
Elements of the set SepCP (X, Z : Y, W) are called separable maps.

As the following simple proposition states, separable maps are precisely
those completely positive maps having Kraus representations for which the
individual Kraus operators are tensor products of operators. A direct proof
of this proposition is obtained by considering Kraus representations of the
maps @, and ¥, in Definition 6.17, along the same lines as the proof of
Proposition 6.5.

Proposition 6.18 Let X, Y, Z, and W be complex Euclidean spaces and
letZ2€ CP(X @Y, ZQW) be a completely positive map. It holds that

d € SepCP(X, Z: Y, W) (6.87)
if and only if there exists an alphabet 3 and collections of operators
{Ag : a €} CL(X,Z) and {B,:a€X}CL(YW) (6.88)

such that

[1]

(X) =" (Aa ® By)X(Aq ® By)* (6.89)
a€Xx

for every operator X € L(X ® )).
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Another straightforward proposition regarding separable maps follows,
and like the previous proposition, it may be verified directly. It implies that
the set of all separable maps is closed under composition.

Proposition 6.19 Let X, Y, Z, W, U, and V be complex Fuclidean spaces,
and suppose that ® and VU are separable maps of the form

® € SepCP(X,U:Y,V) and Ve SepCPU,Z:V,W). (6.90)
It holds that the composition V® is separable:
UP € SepCP (X, Z: Y, W). (6.91)

Similar to the analogous case for states, one defines the set of separable
channels by simply restricting the definition of separability for completely
positive maps to channels.

Definition 6.20 For complex Euclidean spaces X, V), Z, and W, one
defines

SepC(X, Z: Y, W)

— SepCP(X, Z: VW) NC(X &V, Z @ W). (6:92)

Elements of the set SepC(X, Z: Y, W) are referred to as separable channels.

It should be noted that, unlike the analogous case of states, separable
channels need not be equal to convex combinations of product channels, as
the following example illustrates.

Example 6.21 Let ¥ = {0,1} denote the binary alphabet, let X, Y, Z,
and W all be equal to C*, and define a channel Z € C(X ® J, Z ® W) by
the equation

Eio®FEq., ifa=bandc=d

(6.93)
0 ifa+#borc+#d,

E'(Ewa,b ® Ec,d) = {

holding for all a,b,c,d € X. It is the case that Z is a separable channel,
meaning that = € SepC(X, Z : Y, W). Indeed, one may write

E=d Y+ D1 ® U, (694)
for completely positive maps defined as follows:

Py (X) = (Fo0, X)Eopo, Po(X)=Tr(X)Eopo,

& (X) = (E11,X)E11, 91(X)=Tr(X)E1, (6.95)

for every X € L(C¥).
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It is not possible, however, to express the channel = in the form

2= pla)®,® Y, (6.96)

acl’

for any choice of an alphabet T, a probability vector p € P(T'), and two
collections of channels

{Pg:aceT}CcCX,Z2) and {¥,:aecT}CCYW). (6.97)
To verify this claim, consider the fact that
E(Eoo®p) = Eoo® Ego and E(E1n1®p)=FEi1®FE;  (6.98)

for every density operator p € D()). If it were the case that (6.96) were true
for each ®, and ¥, being a channel, then one would necessarily have

> pla)®a(Eo) ® Ya(p) = Eoo © Eoy, (6.99)
acl

and therefore, by tracing over the space Z,

> pla)¥a(p) = Eog (6.100)
aeX

for every p € D(Y). By similar reasoning, it would simultaneously hold that

> p(a)®a(E11) ® Yalp) = B @ By, (6.101)
a€y
and therefore
> pla =E1, (6.102)
aex

for every p € D(Y). The equations (6.100) and (6.102) are in contradiction,
implying that = is not equal to a convex combination of product channels.

Intuitively speaking, the situation represented by the previous example is
quite simple. Channels that can be expressed as a convex combination of
product channels correspond to transformations that may be implemented
by means of local operations and shared randomness—no communication
is needed to implement them, and such channels do not allow for a direct
causal relationship to hold among the input and output systems across the
bipartition with respect to which separability is considered. The channel =,
on the other hand, induces a direct causal relationship of this form.

As the following proposition states, a given completely positive map is
separable if and only if its Choi representation is separable, with respect to
the natural bipartition of the tensor product space over which it is defined.
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Proposition 6.22 Let = € CP(X ® YV, Z ® W) be a completely positive
map, for complex Euclidean spaces X, Y, Z, and W, and define an isometry

VeUZIWRXRY, ZRXOIWRYY) (6.103)

by the equation
V vec(A ® B) = vec(A) ® vec(B) (6.104)

holding for all operators A € L(X,Z) and B € L(Y,W). It holds that
= € SepCP(X, Z: Y, W) (6.105)
if and only if
VIE)V* €Sep(Z@X:WRY). (6.106)

Proof Assume first that = is a separable map. By Proposition 6.18, there
must exist an alphabet ¥ and two collections of operators,

{As a€X}CLX,Z) and {B,:acX}CLW),  (6.107)

such that

[1]

(X) = (Aa ® Ba)X(Aq ® B,)* (6.108)

acx

for every operator X € L(X ® }). The Choi representation of = is therefore
given by

J(E) =) vec(A 2) vec(Aq ® By)*, (6.109)
acx
so that
VJ(Z) Z vec(Ag) vec(Aq)* ® vec(By,) vee(Bg)™, (6.110)
acl

which is evidently contained in Sep(Z @ X : W ® V).

Conversely, if V.J(E)V* is separable, then it must be possible to express
this operator in the form (6.110) for some choice of an alphabet ¥ and two
collections of operators as in (6.107). It therefore follows that (6.109) is a
Choi representation of Z, so that (6.108) holds for all X € L(X ® ). The
map Z is therefore separable, which completes the proof. O

Remark The isometry V' defined in Proposition 6.22 may alternatively be
defined by the action

VEowerzy) =20cway, (6.111)

for every choice of vectors z € X, y € YV, z € Z, and w € W. In words, this
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isometry represents a permutation of tensor factors, allowing a relationship
concerning separability with respect to a particular bipartition to be stated
precisely.

It is not uncommon in the theory of quantum information literature that
statements of this nature are made without an explicit mention of such an
isometry. This can sometimes simplify expressions and generally does not
lead to any confusion—the isometry can usually be taken as being implicit,
particularly in cases when the underlying complex Euclidean spaces have
distinct names. In the interest of clarity and formality, however, this book
will always represent such permutations of tensor factors explicitly.

Separable channels are not capable of creating entanglement: a separable
channel applied to a separable state yields another separable state. More
generally, separable maps cannot cause an increase in entanglement rank, as
the following theorem establishes.

Theorem 6.23 Let X, Y, Z, and W be complex Fuclidean spaces and let
= € SepCP(X, Z : Y, W) be a separable map. For every positive integer r
and every operator P € Ent,(X : ), it holds that Z(P) € Ent,(Z: W).

Proof For an operator P € Ent, (X :)) having entanglement rank bounded
by r, there must exist an alphabet I" and a collection of operators

{X, : beT} C LY, X), (6.112)
satisfying rank(X,) < r for every b € T, such that

P =" vec(X;) vec(X;)*. (6.113)
bel’

By Proposition 6.18, it follows that

(P) =3 3 (40 ® Ba) vee(X,) vee(X)"(Aa ® Ba)”
aceX bel

= Z Z vec(A, Xy By) Vec(AaXng)*
aeX bel

[1]

(6.114)

for some choice of an alphabet ¥ and two collections of operators
{4 1 a€eX}CL(X,Z2) and {B, :a€X} CLQY,W). (6.115)
For every a € ¥ and b € T', it holds that
rank (A4, XpB,) < rank(Xp) <, (6.116)

and therefore Z(P) € Ent,.(Z : W), as required. O
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Corollary 6.24 Let = € SepCP(X,Z : Y, W) be a separable map, for
complex Euclidean spaces X, Y, Z, and W. For every separable operator
P € Sep(X:Y), it holds that Z(P) is also separable: Z(P) € Sep(Z: W).

LOCC channels

As was stated at the beginning of the present subsection, LOCC channels
represent transformations of quantum states that may be implemented by
two individuals that communicate with one another classically and perform
quantum channels and measurements on registers they hold locally.

For instance, one individual may apply a combination of channels and
measurements to a collection of registers in their possession and then
transmit the measurement outcomes to the other individual. Upon receiving
this transmission, the other individual may apply a combination of channels
and measurements, possibly depending on the communicated measurement
outcomes, to a collection of registers in their possession. In general, LOCC
channels represent the cumulative effect of composing any finite number of
transformations of this sort.?

The following definition formalizes this notion. Naturally, it is possible to
generalize this definition to three or more individuals, although this will not
be done in this book.

Definition 6.25 Let X, ), Z, and W be complex Euclidean spaces and
let € C(X¥®Y, Z®W) be a channel. The channel = is an LOCC channel
under these conditions:

1. If there exists an alphabet ¥ and a collection

{®, : a e} C CP(X,Z) (6.117)
of completely positive maps satisfying
Y @, € C(X, 2), (6.118)
a€x
along with a collection
{Uy : a€eX} CCY,W) (6.119)
of channels, such that
E=) d,0V,, (6.120)
a€Xx

then Z is a one-way right LOCC channel.

2 One may consider variants of the definition that allow for an unbounded number of classical
transmissions that terminate with probability 1 according to a chosen stopping rule. Only the
finite case is considered in this book for simplicity.
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2. If there exists an alphabet ¥ and a collection

{¥, : a €3} C CP(Y,W) (6.121)
of completely positive maps satisfying
d W, e CYW), (6.122)
acy
along with a collection
{®, : a€X} CCX,Z) (6.123)
of channels, such that (6.120) holds, then E is a one-way left LOCC

channel.

3. The channel Z is an LOCC channel if it is equal to a finite composition
of one-way left and one-way right LOCC channels. That is, either Z is
a one-way left LOCC channel, a one-way right LOCC channel, or there
exists an integer m > 2, complex Euclidean spaces Ui, ..., Un—1 and
Vi,...,Vm—1, and channels

= € C(X®y,u1 ®V1),

Zy € Cth © V1, Uy @ V),
(6.124)

Em S C(um—l ® Vm—laz @ W)a

each of which is either a one-way left LOCC channel or a one-way right
LOCC channel, such that = is equal to the composition = ==, - - - Z1.

The collection of all such LOCC channels is denoted LOCC(X, Z : Y, W).

Remark In the definition above, one-way left and one-way right LOCC
channels represent channels that can be implemented by local operations
and one-way classical communication. In both cases, the channel = may
be viewed as having resulted from actions performed by two individuals,
Alice and Bob. Alice begins with a register X and Bob begins with Y, and
as a result of their actions these registers are transformed into Z and W,
respectively.

In the case of a one-way right LOCC channel =, the communication is
from Alice to Bob (moving to the right, assuming Alice is on the left and
Bob is on the right), with the alphabet X representing the set of possible
classical messages that may be transmitted. Alice’s actions are described by
a collection of completely positive maps

{B, : a € X} C CP(X, 2) (6.125)
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that satisfies the constraint

> @, €C(X,Z). (6.126)
aex

In essence, this collection specifies an instrument (q.v. Section 2.3.2).
Assuming the classical communication is represented by a classical register
V having associated complex Euclidean space V = C*, Alice’s action would
be described by the channel ® € C(X, Z ® V) defined by

D(X) =D 0u(X)® Eqq (6.127)
IS

for all X € L(X). The register V is sent to Bob, who observes its classical
state (or, equivalently, measures V with respect to the standard basis) and
transforms his register Y into W according to the channel ¥, € C(Y, W),
for a € ¥ being the classical state of V that was observed. Assuming that
the register V is discarded after Bob applies the appropriate channel, the
combined actions of Alice and Bob are described by Z.

For a one-way left LOCC channel Z, the situation is similar, with the roles
of Alice and Bob switched.

It is apparent from Definition 6.25, together with the fact that separable
channels are closed under composition (Proposition 6.19), that every LOCC
channel is a separable channel.

Proposition 6.26 For every choice of complex Fuclidean spaces X, Y, Z,
and W, it holds that

LOCC(X, Z : Y, W) C SepC(X, Z: Y, W). (6.128)

6.1.3 Separable and LOCC measurements

As was explained in Section 2.3.1, one may associate a quantum-to-classical
channel with each measurement, with the classical output of the channel
representing the outcome of the measurement. Through an identification of
this sort, the notions of separable and LOCC channels may be extended to
measurements.

Definitions of separable and LOCC measurements

The following definition of separable and LOCC measurements refers to an
association of quantum-to-classical channels with measurements that has
been adapted to a bipartite setting.
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Definition 6.27 Let X be an alphabet, let X and ) be complex Euclidean
spaces, and let p : ¥ — Pos(X ® )) be a measurement. Define complex
Euclidean spaces Z = C* and W = C¥, and define a channel

D, cCXRY,ZaW) (6.129)
as
Du(X) =D (1la), X) B ® Eag (6.130)
a€eX

for every X € L(X ® )). The measurement p is a separable measurement if
D, € SepC(X, Z: Y, W), (6.131)
and p is an LOCC measurement if
¢, € LOCC(X,Z:)Y,W). (6.132)

For a given measurement p, the channel ®, specified in Definition 6.27
is similar to the quantum-to-classical channel one would normally associate
with p, except that two copies of the measurement outcome are produced
rather than one. In a bipartite setting, this is a natural way of associating
a quantum-to-classical channel with a measurement. If this measurement is
performed on a pair of registers (X,Y) by two individuals, Alice and Bob,
where it is assumed that Alice holds X and Bob holds Y, the channel ®,
represents the measurement p under the assumption that both individuals
learn the measurement outcome after the measurement is performed.

One alternative to Definition 6.27 is to replace the channel ®, by the
quantum-to-classical channel that would ordinarily be associated with the
measurement u, along with a specification of which side of the bipartition
the measurement outcome is to fall (requiring this channel to be separable or
LOCC, as in the stated definition). In essence, with respect to a situation in
which Alice and Bob are performing the measurement u as suggested above,
such a definition specifies which of the individuals obtains the measurement
outcome. This alternative creates an asymmetry in the definition, but is
equivalent to Definition 6.27.

With respect to Definition 6.27, the separability of a given measurement
is equivalent to the constraint that each measurement operator is separable,
as the following proposition states.

Proposition 6.28 Let X and Y be complex Euclidean spaces, let ¥ be an
alphabet, and let p be a measurement of the form p: 3 — Pos(X ® Y). It
holds that u is a separable measurement if and only if u(a) € Sep(X : V) for
every a € X.
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Proof Consider the Choi representation of the mapping ®,,, as specified in
Definition 6.27, which is given by

J(®u) = Faa ® Eaa ® pfa). (6.133)
aeX

Along similar lines to the statement of Proposition 6.22, let
VeUZaWeXe), ZoXaWe)) (6.134)
be the isometry defined by the equation
V vec(A ® B) = vec(A) ® vec(B) (6.135)

holding for all operators A € L(X,Z) and B € L(Y,W). If it is the case
that p(a) € Sep(X : ) for every a € X, then it follows directly that

VJ(®,)V*€Sep(Z@ X W), (6.136)

which implies that p is a separable measurement by Proposition 6.22.
Now suppose that p is a separable measurement, so that (6.136) holds.
Define a mapping

E,eET(ZQXQOWRV,XRY), (6.137)
for each a € X3, as
Ea(X) = ((ez @ 1x) @ (e; @ 1y)) X ((ea @ Lx) @ (eq @ 1)) (6.138)

foral X e L(Z@ X @ W®Y). It is evident from this definition that Z, is
a separable mapping for each a € X, meaning

Ze €ESepCP(Z X, X WRV,V). (6.139)
It holds that
(@) = Zu(VI(@,)V") (6.140)

for each a € X, from which it follows that

w(a) € Sep(X :Y) (6.141)

by Corollary 6.24. This is equivalent to u(a) € Sep(X : V) for each a € X,
as the entry-wise complex conjugate of every separable operator is evidently
separable, which completes the proof. O

For two complex Euclidean spaces X and ), along with an alphabet ¥, it
is the case that the set of all separable measurements of the form

u:Y — Pos(X®)) (6.142)
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is a proper subset of the set of all measurements of the same form (aside
from the trivial cases in which one of dim(X’), dim(}), or |X| equals 1). As
every LOCC channel is separable, it follows that every LOCC measurement
is a separable measurement.

One-way LOCC measurements

An interesting restricted type of LOCC measurement is one in which only
one-way communication is permitted. The following definition formalizes
this type of measurement.

Definition 6.29 Let X and ) be complex Euclidean spaces, let 3 be an
alphabet, and let

Y — Pos(X ®)) (6.143)

be a measurement. The measurement p is a one-way LOCC measurement if
either of the following two conditions is met:

1. There exists an alphabet I' and a measurement v : I' — Pos(X), along
with a measurement 7, : ¥ — Pos()) for each b € T, such that the
equation

wula) = Z v(b) ® mp(a) (6.144)
bel’

holds for every a € X. In this case the measurement p is said to be a
one-way right LOCC measurement.

2. There exists an alphabet I" and a measurement v : I' — Pos(}), along
with a measurement m, : ¥ — Pos(X) for each b € T', such that the
equation

p(a) =Y my(a) ® v(b) (6.145)
bel’
holds for every a € X. In this case the measurement p is said to be a
one-way left LOCC measurement.

Limitations on state discrimination by separable measurements

One may consider the problem of state discrimination, as was discussed in
Chapter 3, in which measurements are restricted to be separable or LOCC
measurements. Many examples of sets of orthogonal pure states are known
that cannot be discriminated by separable or LOCC measurements without
error. The following theorem provides one class of examples, and implies
that there exist relatively small sets of orthogonal pure states having this
characteristic.
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Theorem 6.30 Let X and ) be complex Euclidean spaces, let n = dim(}),
and assume n < dim(X). Also let

(Uy,...,Un}t € U, X) (6.146)

be an orthogonal collection of isometries, and let up € X ® Y be the unit
vector defined as

up = % vec(Uy) (6.147)
for each k € {1,...,m}. For every separable measurement of the form
w:{l,...,m} — Sep(X:Y) (6.148)
it holds that
i(p(k)mku;;) < dim(X). (6.149)
k=1

Proof Under the assumption that p is a separable measurement, one may
write

(k) =" Pra® Qra (6.150)
aex
for each k € {1,...,m}, for some choice of an alphabet 3 and collections of

positive semidefinite operators as follows:
{Pro : k€{1,...,m}, a € B} C Pos(X),
{Qra : ke {l,...,m}, a € £} C Pos(Y).

(No generality lost in using the same alphabet ¥ in the expressions (6.150)
for each choice of k, as one is free to choose ¥ to be as large as is needed,
and to set Py, = 0 or Q, = 0 for some choices of k and a as necessary.) It
holds that

(u(k), vec(Ux) vec(Ur)*) = Y Tr(Uy Pe.aUrQfa)

(6.151)

< %!IUsz,aUkllzlle,allzei ae%llpk,a |l @rall, (6.152)
=D Tr(Pra) Tr(Qra) = Tr(u(k)),
and therefore -
kfjlw(k), vee(Uy) vee(Up)") < kf‘{ Te(u(k)) = n dim(X). (6.153)

The theorem follows by dividing both sides of this inequality by n. O
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For any set of unit vectors {uy, ..., u,;} as described by this theorem, for
which m > dim(X’), one therefore has that

dim(X)

i(u(k%ukum < <1 (6.154)
k=1

1
m
Consequently, for one of the m pure states associated with these vectors
being selected uniformly at random, any separable measurement that aims
to discriminate these states must err with probability strictly greater than 0.

LOCC discrimination of any pair of orthogonal pure states

Although Theorem 6.30 establishes that there exist relatively small sets of
orthogonal pure states that cannot be perfectly discriminated by separable
measurements, the same cannot be said about pairs of orthogonal pure
states. Indeed, every pair of orthogonal pure states can be discriminated
without error by a one-way LOCC measurement. The following lemma is
used to prove this fact.

Lemma 6.31 Let X be a complex Euclidean space of dimension n and let
X € L(X) be an operator satisfying Tr(X) = 0. There exists an orthonormal
basis {x1,...,xn} of X such that x; Xz =0 for all k € {1,...,n}.

Proof The proof is by induction on n. The base case n = 1 is immediate,
so it will be assumed that n > 2 for the rest of the proof. It will also be
assumed that X = C", which causes no loss of generality.

For every integer k € {1,...,n}, it holds that \;(X) € N(X), where
N (X) denotes the numerical range of X. By the Toeplitz—Hausdor{f theorem
(Theorem 3.54), the numerical range is convex, and therefore

1 1 &
0==Tr(X)==> M(X) e N(X). (6.155)
n ni=
By the definition of the numerical range, there must therefore exist a unit
vector x,, € X such that x} Xz, = 0.

Let V € U(C"1,C") be any isometry that satisfies x,, L im(V'), which is

equivalent to

VVE =1 — . (6.156)
It holds that
Te(V*XV) = Tr((1 — zpa))X) = Tr(X) — 2 X, = 0. (6.157)

As V*XV € L(C™Y), the hypothesis of induction implies that there exists
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an orthonormal basis {u1,...,u, 1} of C*~! such that
WV XV )uy = 0 (6.158)

for all k € {1,...,n — 1}. Define x;, = Vuy, for each k € {1,...,n — 1}, and
observe that {z1,...,2x,_1} is an orthonormal set, with each element xj of
this set satisfying 3 Xz, = 0. As V is an isometry and z, 1 im(X), it
follows that {x1,...,2,} is an orthonormal basis of X having the property
stated by the lemma. O

Theorem 6.32 Let ug,u; € X®Y be orthogonal unit vectors, for X and Y
being complex Euclidean spaces. There exists a one-way LOCC measurement

p:{0,1} = Pos(X ® )) (6.159)
such that
((0), woup) = 1= ((1), urui). (6.160)

Proof Let n = dim(Y) and let Ag, A1 € L(Y, X) be the unique operators
satisfying up = vec(Ap) and u; = vec(A;). The orthogonality of the vectors
up and u; is equivalent to the condition Tr(AjA;) = 0. By Lemma 6.31,
there exists an orthonormal basis {x1,...,2,} of Y with the property that
xp Aj A1z, = 0, which is equivalent to the condition that

<A0-Tk1'ZAEk), All'kl‘zAD = 07 (6.161)

for every k € {1,...,n}.

Define a measurement v : {1,...,n} — Pos(}) as
v(k) = Tpx], (6.162)
for each k € {1,...,n}. By the equation (6.161), one has that there must
exist a measurement 7 : {0,1} — Pos(X), for each k € {1,...,n}, such
that

<7Tk(0), AlkaZAT> =0= <7Tk(1)7 Aomkx,’:A8>. (6,163)

Finally, define p : {0,1} — Pos(X ® V) as
pla) = m(a) @ v(k) (6.164)
k=1

for each a € {0,1}, which is a one-way measurement with respect to the
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second condition of Definition 6.29. It holds that

((0),urut)y = > (m(0), (1 ® af) vec(Ar) vec(Ar)* (1 ® Tx))
o (6.165)
= (me(0), Az} AT) =0,

k=1

and through a similar calculation one finds that (u(1),uous) = 0, which
completes the proof. O

Remark The preceding proof may be adapted in a straightforward way to
prove that there exists a one-way LOCC measurement respecting the first
condition of Definition 6.29, as opposed to the second, that satisfies the
requirements of the theorem.

6.2 Manipulation of entanglement

As presented in the previous section, entanglement is defined as a lack of
separability: for two complex Euclidean spaces X and ), a bipartite state
p € D(X®Y) that is not contained in the set SepD(X': ) is entangled with
respect to the bipartition between X and ). This definition is qualitative, in
the sense that it does not provide a measure of how much entanglement is
present in a given state or suggest how two entangled states might relate to
one another. The present section discusses such notions, and develops basic
concepts and techniques relating to quantitative aspects of entanglement.

6.2.1 Entanglement transformation

The next theorem establishes a necessary and sufficient condition under
which two individuals may transform one pure state into another by means
of local operations and classical communication. The condition concerns the
reductions of the initial and final pure states to one of the two individuals,
requiring that the reduction of the initial state is majorized by the reduction
of the final state. This condition is not only equivalent to the existence of
an LOCC (or even a separable) channel transforming the initial state to the
final state, but also implies that the transformation can be accomplished
with one-way classical communication, from either of the two individuals to
the other. The theorem offers a tool through which two fundamental ways
of quantifying how much entanglement exists in a given state, called the
entanglement cost and the distillable entanglement, may be analyzed for
pure states.
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Theorem 6.33 (Nielsen’s theorem) Let X and Y be complex Euclidean
spaces and let u,v € X ® Y be unit vectors. The following statements are
equivalent:

1. Try(uu*) < Try(vv*).
2. There exists an alphabet ¥ and collections of operators

{Up :aeX}CcUWX) and {B,:a€X}CL()) (6.166)
satisfying
> BiB,=1y (6.167)
acx
and
¥ = Z(U‘l ® Bg)uu* (U, @ B,)™. (6.168)
acy

3. There exists an alphabet ¥ and collections of operators

{4p s a€X}CL(X) and {V,:aeX}CUD) (6.169)
satisfying
D AiAs=1x (6.170)
acx
and
vt =3 (A @ Vo)uu* (Ag © V)" (6.171)
=

4. There exists a separable channel® ® € SepC(X :)) such that
vv* = ®(uu’). (6.172)

Proof Let X,Y € L(Y,X) be the unique operators for which u = vec(X)
and v = vec(Y), and let

.
X =) spmys (6.173)
k=1

be a singular value decomposition of X, for r = rank(X).

Assume first that statement 1 holds, which is equivalent to X X* < YY*.
There must therefore exist an alphabet X, a probability vector p € P(X),
and a collection of unitary operators {W, : a € £} C U(X) such that

XX* =Y pla)W,YY*W,. (6.174)
a€eXl

3 As one may expect, the notation SepC(X :)) is a shorthand for SepC(X, X : ), ).
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Let Z = C* and define an operator Z € L(Y ® Z, X) as

Z =Y \/pla)W.Y ®ej. (6.175)
aed
It holds that

27* =Y pla)W,YY* Wi = XX*, (6.176)
a€Xx

and therefore Z and X agree on their singular values, and on the possible
choices for their left singular vectors. It follows that one may write

.
Z=>" spwpwi (6.177)

k=1
for {w1,...,w,} C Y ® Z being an orthonormal collection of vectors. Let

V € U(Y,Y ® Z) be an isometry for which Vyg = wy, for all k € {1,...,7},
so that XV* = Z.
Now, define operators

U,=W! and B,=(ly®e)V (6.178)
for each a € ¥. As V is an isometry, so too is V, and therefore

> BiBi=)Y V(ly®FE.,)V=VV=1y. (6.179)
a€y a€eXx

It holds that
WIXB, =WiXV*(1ly®e,) =W:Z(lyQeq) =1/p(a)Y (6.180)
for each a € ¥, and therefore

> (Ua ® Ba)uu* (U ® Bq)*
a€y
= vec(W;XB])vec(W;XB})"
a€x (6.181)
= Zp(a) vee(Y) vec(Y)*
acx

= ™.

It has been established that statement 1 implies statement 2.

The fact that statement 1 implies statement 3 is established by a similar
argument with the roles of X and ) exchanged, along with the observation
that Try(uu*) < Try(vv*) is equivalent to Try (uu*) < Tra(vo*).
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Statements 2 and 3 each imply statement 4 directly, as the mappings
defined by the actions

uu® Z(Ua ® Ba)uu* (U, ® Bg)*,

ac> (6.182)
uu* Z(Aa ® Vo)uu* (A, @ V)™

a€y

are both separable channels.
Finally, assume statement 4 holds, letting ® € SepC(X : ) be a fixed
separable channel for which ®(uu*) = vo*. It will be proved that

AMXX*) < A(YY™); (6.183)

by Theorem 4.32, this relation is equivalent to X X* < YY™*, which in turn
is equivalent to statement 1. Let n = dim(X), and observe that

i Ae(XX*) =Tr(XX*) =1=Tr(YY*) = i Ae(YY®),  (6.184)
k=1 k=1

by the assumption that u and v are unit vectors. By Theorem 4.30, one finds
that the relation (6.183) will therefore follow from the inequality

n n
STAYYT) <) A(XXY) (6.185)
k=m k=m
holding for every choice of m € {1,...,n}.
By the separability of the channel @, there must exist an alphabet > and
two collections of operators

{Ay a€ X} CL(X) and {B,;:a€X} CL(Y), (6.186)
with {A, ® B, : a € ¥} being a set of Kraus operators of ®, for which
00" = " (Aq ® By)uu*(Ag ® Ba)*. (6.187)
a€s

As vv* is a rank-one operator, it follows that there must exist a probability
vector p € P(X) such that

(Ag @ Byuu*(Aq @ By)* = p(a)vv™, (6.188)
which is equivalent to
vec(A, X By) vec(A, X BY)" = p(a) vec(Y) vec(Y)*, (6.189)
for each a € 3. By taking the partial trace over Y, it follows that
A XBIB,X*AX = p(a)YY™ (6.190)
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for each a € ¥, and therefore
n n
Sy =3 3 M (4X BB X A (6.191)
k=m k=macX
for each m € {1,...,n}.

Next, for each choice of a € ¥ and m € {1,...,n}, let Il 4, € Proj(X) be
the projection operator onto the orthogonal complement of the subspace of
X spanned by the set {Ayz1,..., Ag®m—_1}, where one is to assume z = 0
for k > r. By the definition of these projection operators, it is evident that

(Mo, AX BIBoX* A% ) = (Mo, AaXon By Ba X5, A7) (6.192)
for every a € ¥ and m € {1,...,n}, where
T
X =Y SkTryp, (6.193)
k=m
and one is to interpret that X, = 0 for m > r. Because each operator I, ,,

is a projection, and the operator A, X,, Bl B, X}, A% is positive semidefinite,
it follows that

(Tam, AuXon By B X3, Ay ) < Tr(AaXn By Ba Xy AL ). (6.194)

Using the fact that ® is a channel, and therefore preserves trace, one finds
that

S (AaXmB;Bij;lA;) = Tr(®(vec(Xp) vec(Xpm)*))
e (6.195)

n
= Tr(vec(Xm) vee(Xm)*) = Tr(XmXp) = > Me(XX)
k=m
for each m € {1,...,n}.
Finally, as it necessarily holds that rank(Il,,,) > n —m + 1 for every
a€Xand m e {1,...,n}, it follows that

n
(Tam, AX By BaX*A3) > 7 Mo(AX BB X" A7) (6.196)
k=m
By combining (6.191), (6.192), (6.194), (6.195), and (6.196), one finds that
n n

STA(YYF) < DT (XX, (6.197)

k=m k=m
which establishes (6.183), and therefore completes the proof. O
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Theorem 6.33 implies the following corollary, which characterizes the pure
state transformations, possibly involving different complex Euclidean spaces,
that may be realized by LOCC channels.

Corollary 6.34 Let X, Y, Z, and W be complex Euclidean spaces and let
re€EXR®Y andy € Z®W be unit vectors. The following statements are
equivalent:

1. For p = Try(zz*), 0 = Trw(yy*), and r = min{rank(p), rank(o)}, it
holds that

A(p) + 4 Am(p) S M(0) + -+ An(0) (6.198)

for everym € {1,...,r}.

2. There exists a one-way right LOCC channel ® € LOCC(X, Z:Y, W) for
which it holds that ®(xzz*) = yy*.

3. There exists a one-way left LOCC channel ® € LOCC(X, Z: Y, W) for
which it holds that ®(xzz*) = yy*.

4. There exists a separable channel ® € SepC(X,Z : Y, W) for which it
holds that ®(xz*) = yy*.

Proof Define four isometries, A9 € UX, X @ Z), By € UV, Y & W),
A eU(Z,X® Z), and By € UW,Y & W), as follows:

Apx =20, A1z=0 z,

(6.199)
Byy=y®0, Biw=00uw,

for every choice of vectors x € X, y € Y, z € Z, and w € W. Also define
four channels, ¥g € C(X @ Z,X), Ao € CYBEW,)), ¥ € C(X ® Z, 2Z),
and A1 € C(Y @ W, W), as

»

Uo(X) = AFX Ap + <1X®Z - A0A67X> 70,
Ao(Y) = BiY By + (Lygw — BoBg,Y) &o, (6.200)
Uy (X) = AT XA + (lygz — A1A], X)),
A(Y) = BiYB1 + (Iyew — B1B},Y) &1,

forall X e LX @ Z) and Y € L(Y & W), where 19 € D(X), & € D()),
71 € D(Z), and & € D(W) are fixed, but otherwise arbitrarily selected,
density operators.

Assume first that statement 1 holds. One concludes that

AopAS < AlUAT, (6201)
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and therefore the four equivalent statements of Theorem 6.33 hold for the
vectors

u= (Ao ® Bp)r and v=(4;® By)y. (6.202)
There must therefore exist a one-way right LOCC channel =, of the form

specified in the statement of Theorem 6.33, such that Z(uu*) = vo*. Define
PecCXRY,ZQW) as

P(X) = (W1 ® A1)E)((Ao ® Bo)X (Ao ® Bo)*) (6.203)

for every X € L(X ® ). It holds that ® is a one-way right LOCC channel
satisfying ®(za*) = yy*, and therefore statement 1 implies statement 2. The
fact that statement 1 implies statement 3 is similar.

Statements 2 and 3 trivially imply that statement 4 holds.

Finally, assume statement 4 holds. Define a channel = as

E(X) = (41 @ B1)(®(¥o @ Ap)) (X)) (41 @ By)* (6.204)
forall X e L((X ® 2) @ (¥ ®W)). The channel = is separable and satisfies
E(uu®) = vv” (6.205)
for vectors u and v as in (6.202). The four equivalent statements listed in
Theorem 6.33 therefore hold for u and v, which implies
Trygw ((Ao ® Bo)zz™ (Ao ® Bo))
< Try@w((Al ® Bl)yy*(Al ® Bl)*)

This relation is equivalent to (6.201), which implies that statement 1 holds,
and completes the proof. O

(6.206)

6.2.2 Distillable entanglement and entanglement cost

Let p € D(X ®Y) be a state, for complex Euclidean spaces X and ). There
are various ways in which one may quantify the amount of entanglement
that is present in p, with respect to the bipartition between X and ). The
distillable entanglement and entanglement cost represent two such measures.
The distillable entanglement concerns the rate at which copies of the state p
can be converted into copies of the maximally entangled two-qubit state

1
T=5 > Eup®Eqy (6.207)
a,be{0,1}

with high accuracy by means of an LOCC channel. The entanglement cost
refers to the reverse process; it is the rate at which approximate copies of p
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may be produced from copies of 7 by an LOCC channel. In both cases, it is
the asymptotic behavior of these processes, as the number of copies of each
state grows, that is taken as the measure of entanglement.

For every bipartite state, the distillable entanglement is upper-bounded
by the entanglement cost, with the two measures coinciding for pure states.
In general, however, the two quantities may differ, with the entanglement
cost being strictly larger than the distillable entanglement in some cases.

Notation related to distillable entanglement and entanglement cost

The following notation will be useful when discussing both the distillable
entanglement and entanglement cost of a bipartite state p € D(X ® )).

First, for a given positive integer n, representing the number of copies
of the state p to be manipulated for either the distillable entanglement or
entanglement cost, one may define an isometry

Un € U((X @ Y)¥", X% @ Yo") (6.208)

by the action
U (vec(A1) @ - @ vec(A,)) = vec(4d1 ® -+ ® Ay) (6.209)
for all operators Ay,..., A, € L(Y,X). Equivalently, U, is defined by the

action
Un((z1®91) ® - @ (20, @ Yn))

=01 @ RTp) (YL@ D Yn) (6.210)

for all vectors z1,...,x, € X and y1, ..., Yy, € V. This isometry has the effect
of re-ordering the tensor factors of the space (X ® V)®" so that it takes the
form of a bipartite tensor product space X®" ® Y®" that allows for notions
concerning entanglement and separability to be conveniently stated.

Next, the binary alphabet will be denoted I' = {0, 1}, and the state

1
T== Y. E®Eqy (6.211)
a,be{0,1}

is to be considered as an element of the set D(Z ® W), for Z = C!' and
W = CL. Similar to above, one may define an isometry

Vin € U((Z @ W)®™, ZE™ @ WE™) (6.212)

playing an analogous role to the isometry U,, but for the spaces Z and W
in place of X and ). This isometry is defined by the action

Vin(vee(B1) @ -+ @ vee(Bp)) = vee(B1 ® - - @ Bpy) (6.213)
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for all operators By,..., By, € L(W, Z). Equivalently, V,, is defined by the
action
Vm((z1 QW) ® R (2m ® wm))

=(1® Q) @ (W Q- @ wy) (6.214)

for all vectors z1,...,2zy, € Z and wy, ..., w, € W.

Definitions of distillable entanglement and entanglement cost

With respect to the notation introduced above, the distillable entanglement
and entanglement cost are defined as follows.

Definition 6.35 Let X and Y be registers and let p € D(X ®Y) be a state
of (X,Y). With respect to the state p, the distillable entanglement E,(X:Y)
of the pair (X,Y) is the supremum value of all nonnegative real numbers
a > 0 for which the following statement holds: there exists a sequence of
LOCC channels (¥y, Wy, ...), where

U, € LOCC(X®n, Zom . y&n yem) (6.215)
for m = |an], such that

Tim F (Vi Vo, W (Unp¥"Uy) ) = 1. (6.216)
Definition 6.36 Let X and Y be registers and let p € D(X ®Y) be a state
of (X,Y). With respect to the state p, the entanglement cost Ec(X:Y) of
the pair (X,Y) is the infimum value of all nonnegative real numbers o > 0
for which the following statement holds: there exists a sequence of LOCC
channels (@1, ®»,...), where

®,, € LOCC(Z2%™m, xom yem yn) (6.217)
for m = |an], such that
Jim F(Unp" Uy, @ (Vi7" Vi) ) = 1. (6.218)

It is intuitive that the entanglement cost should be at least as large as the
distillable entanglement, for any choice of p € D(X ® )), for otherwise one
could repeatedly distill copies of the state 7 from copies of a given state p,
use them to produce more copies of p, and repeat this process indefinitely,
eventually producing any desired number of copies of 7 from a finite number
of copies of p. Such an “entanglement factory” must surely not be possible
through local operations and classical communication alone. The following
proposition confirms this intuition.
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Proposition 6.37 Let X and Y be registers. With respect to every state of
the pair (X,Y) it holds that E5(X:Y) < Ec(X:Y).
Proof Suppose that n, m, and k are nonnegative integers, and
@, € LOCC(Z%9™, x®n  yem yen)
T, € LOCC(Xx®n, 2%k yon yek)

are LOCC channels. The composition ¥, ®,, is an LOCC, and therefore
separable, channel. It holds that

(6.219)

Vin TV € Entgm (25 0 WE™), (6.220)
and Theorem 6.23 implies that
(0,8,) (Vi 7®™V3) € Entom (28 1 WEk), (6.221)

By Proposition 6.15, one finds that

2
F((0n®0) (Vi V), Vir 1)
(6.222)
= ((Wa®,) (Vin®™V;3), Vir SRV ) < 2m 7,

Now, let p € D(X ® )) be any state of the pair (X,Y), and suppose
a and [ are nonnegative real numbers satisfying the requirements of the
definitions of entanglement cost and distillable entanglement, respectively,
for the state p. For all € > 0, there must therefore exist a sufficiently large
positive integer n such that, for m = |an| and k = | fn], there exist LOCC
channels of the form (6.219) for which the following bounds hold:

F(® (Vi ™V;n), Unp®™"Us) > 1~ ¢,
(6.223)
F(\Iln(Unp@)"V;), Vk7®ka*> >1—ce.

Therefore, by Theorem 3.29, together with the monotonicity of the fidelity
function under the action of channels (Theorem 3.27), one may conclude
that

F (@) (Vinr™Vin), Vir V) > 1~ de. (6.224)
Taking ¢ < 1/16, one concludes that
k) < L
F((€a0) (Vi7" V) ir V) > 2, (6.225)

and therefore m > k by (6.222). As this is so for all sufficiently large n, it
follows that 8 < a. One concludes that E,(X:Y) < Eq(X:Y). O
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Pure state entanglement

The next theorem demonstrates that the entanglement cost and distillable
entanglement are equal for bipartite pure states; in both cases, the value of
these measures agrees with the von Neumann entropy of the states obtained
by restricting the given pure state to either part of its bipartition.

Theorem 6.38 Let X and Y be registers. With respect to every pure state
of the pair (X,Y), one has

E,(X:Y) = H(X) = H(Y) = Eo(X: Y). (6.226)

Proof Let u € X ® Y be a unit vector, and consider the pure state uu* of
the pair (X,Y). The equality H(X) = H(Y) was discussed in Section 5.1.2.
Specifically, by means of the Schmidt decomposition, one may write

u = Z \/p(a) zq ® Yy (6.227)
acy

for some choice of an alphabet 3, a probability vector p € P(X), and two
orthonormal collections {z, : a € ¥} C & and {y, : a € £} C ). It holds
that

Try(uu®) = Zp(a)aca:rz and  Try(uu®) = Zp(a)yayz, (6.228)
a€y a€y

which implies that H(X) = H(p) = H(Y).

Next, recall that, for every positive integer n and positive real number
e > 0, the set of e-typical strings 7T}, . with respect to p contains those
strings aj - - - a, € X" for which

o—n(H(p)+e) plar) - plan) < 9—n(H(p)—¢) (6.229)

With this set in mind, one may define a vector v, . € X®" @ Y*", for every
positive integer n and positive real number € > 0, as

Un,e = Z Vp(ar) - plan) Zay--an ® Yay--an; (6.230)

a1-an€Tn e
where the shorthand notations
Tayan, = Tay @+ @ Ta, and  Yayay, = Yoy @ © Ya, (6'231)

have been used for the sake of brevity. Also define a normalized version of
the vector vy, . as

Wne = e (6.232)

a ”UnEH
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Observe that

27O < (Teyen (vnevy) ) < 27HE)72), (6.233)
and therefore
9—n(H(p)+e) \ (T ( )) 9—n(H(p)—¢) (6.234)
— < ryen (Wn W) < — .
Jlon P = AT VI EE
for k=1,...,|T,|, while the remaining eigenvalues are zero in both cases.

Now, consider the entanglement cost of the pair (X,Y) with respect to
the state uu*. Let a be any real number such that a > H(p), let € > 0 be
sufficiently small so that o > H(p) + 2¢, and consider any choice of n > 1/e.
For m = |an], it holds that m > n(H(p) + ¢), and moreover

e (Trypon (Viur Vi) ) = 27" (6.235)

for k=1,...,2™. As

9—n(H(p)+e)

—m < g-n(H(p)+e)
27 < 9 TR (6.236)
it follows that
k k
SN (Tryyen (Vi) ) < 370 25 (Tryen (wpcw} ) ) (6.237)
j=1 j=1

for every k € {1,...,2™}. It follows by Corollary 6.34 to Nielsen’s theorem
(Theorem 6.33) that there exists an LOCC channel

®,, € LOCC(2%™m, x®n ywem yom) (6.238)
such that
Dy, (Vin7™Vh) = wn cwy, .. (6.239)
As
(U)o U wacws) = Y plar)-plas),  (6240)

ay-an€Tn,e

which approaches 1 in the limit as n approaches infinity, it follows that
Eo(X:Y) < a. As this is so for all & > H(p), the inequality Ec(X:Y) < H(p)
follows.

Next, consider the distillable entanglement of (X,Y) with respect to the
state wu*. If H(p) = 0, then there is nothing to prove, as the distillable
entanglement is trivially nonnegative, so it will be assumed hereafter that
H(p) > 0. Let a be a real number such that o < H(p), and let € € (0,1) be



6.2 Manipulation of entanglement 351

sufficiently small so that & < H(p) — 2e. Consider any choice of a positive
integer n > —log(l — ¢)/e, and let m = |an]. It holds that

m < n(H(p) —¢) + log(1 —¢), (6.241)
and therefore
72*"&1(:0)*5) 2 6.242
< —m. .
1—¢ - ( )

As the quantity

= > plar)plan) (6.243)

a1-+an€Tn e

approaches 1 in the limit as n approaches infinity, it follows that
—n(H(p)—e)

[[on.c 12

2-m (6.244)

for all but finitely many positive integers n.
Now, consider any choice of n for which (6.244) holds (where m = |an]
as before). One therefore has

i A (Tryen (wnaw},.) ) < zk: A (Tryyen (Vi ;2)) (6.245)

for every k € {1,...,2™}. Again using Corollary 6.34, one has that there
must exist an LOCC channel

®,, € LOCC(X®™, Z&m . yon yem) (6.246)
such that
Py (wpewy, ) = Vi7"V (6.247)

Making use of the monotonicity of the fidelity function under the action of
any channel (Theorem 3.27), one finds that

F (@ (Un(uu) "0y, er®mv;l)2

2
- F(%(Un(uu*)@”U;), <I>n(wn,5w;i,g))
9 (6.248)
> F<Un(uu*)®nU2 y wn,sw:,s>

= > pla)-pan).

ayan€Tn,e

The quantity on the right-hand side of this inequality approaches 1 in the
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limit as n approaches infinity, from which it follows that E,(X:Y) > «. As
this is so for all o < H(p), one concludes that E,(X:Y) > H(p).
It has been proved that

Eo(X:Y) < H(p) < By(X:Y). (6.249)

The inequality E,(X:Y) < E.(X:Y) holds by Proposition 6.37, so the proof
is complete. O

Remark For a given unit vector u € X ® Y, for complex Euclidean spaces
X and Y, the quantity in (6.226) is known as the entanglement entropy of
the pure state uu*.

6.2.3 Bound entanglement and partial transposition

Informally speaking, Theorem 6.38 implies that all pure state entanglement
is equivalent in the bipartite setting. A bipartite pure state is entangled if
and only if it has positive entanglement entropy. Moreover, given any two
entangled pure states, one necessarily has that an approximate conversion
between a large number of copies of the first state and the second state is
possible through the use of an LOCC channel, at a rate determined by the
ratio of the entanglement entropies of the two states.

The situation is more complex for mixed states. One respect in which this
is so is that there exist entangled states having no distillable entanglement.
The entanglement in such states, which is referred to as bound entanglement,
can never be converted into pure state entanglement through the use of an
LOCC channel. The fact that states of this sort exist may be proved through
the use of properties of the transpose mapping.

The partial transpose and separability

For any complex Euclidean space X, the transpose mapping T € T(X) is
defined as

T(X)=X" (6.250)

for all X € L(X). As this is a positive map, it follows by the Horodecki
criterion (Theorem 6.9) that

(T®1Ly))(R) € Pos(X ®Y) (6.251)

for every separable operator R € Sep(X : V). If P € Pos(X ®)) is a positive
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semidefinite operator for which
(T® 1) (P) & Pos(X ® ), (6.252)

then one may therefore conclude that P is not separable.
The converse of this statement does not hold in general. Given a positive
semidefinite operator P € Pos(X ® )) for which

(T®Liy)(P) € Pos(X ® ), (6.253)

one may not conclude that P is separable; an example of a non-separable
operator possessing the property (6.253) is described below.

It is the case, however, that an operator P € Pos(X ® ) satisfying the
condition (6.253) is highly constrained, in some sense, with respect to the
way it is entangled. With this idea in mind, one defines the sets of PPT
operators and PPT states (short for positive partial transpose operators and
states) as follows.

Definition 6.39 For any choice of complex Euclidean spaces X and ),
the set PPT(X : ) is defined as the set of all operators P € Pos(X ® Y)
that satisfy

(T®1Ly,))(P) € Pos(X ® ). (6.254)

Elements of the set PPT(X :Y) are called PPT operators, while elements of
the set PPT(X : Y) N D(X ® )) are called PPT states.

Unezxtendable product sets and non-separable PPT operators

One method by which non-separable PPT operators may be constructed
involves the notion of an unextendable product set. For complex Euclidean
spaces X and ), an orthonormal collection of vectors of the form

A={u1 @v1,...,un vy}, (6.255)

for unit vectors wui,...,u, € X and vi,...,v, € Y, is an unextendable
product set if two properties hold:

1. A spans a proper subspace of X ® ). (Equivalently, m < dim(X ® )).)

2. For every choice of vectors x € X and y € Y satisfying x @ y L A, it
must hold that z ® y = 0.
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Example 6.40 Define unit vectors uq,...,us € X and vq,...,v5 € Y, for
X =C3 and Y = C3, as follows:

= *71( — e2)
U e1, v e —ea),
1 1 1 /2 1 2
71( — e3)

ug = eg, vy = ea —e3),
2 3 2 o) 2 — €3

1
usz = e1 —ea), v3 = ez, 6.256
3 ﬂ(l 2) 3 3 ( )
= 1( —e3) =
U es —€3), v e,
4 o) 2 — €3 4 1

1( ) 71( )
us = e1+ea+es), vs = €1+ es +e3).
T3 1 2+ €3 5 73 1 2+ €3

It therefore holds, for each k € {1,...,5}, that uj ® vy = vec(Ay) for

1 1 -1 0 1 00 O
Aj=— |0 0 0|, Ay=—1]0 0 0|,
V2 0 0 O V2 01 -1
1 0 0 1 1 0 0 O
As=—0 0 -1|, A=—|1 0 0], (6.257)
V2 00 O V2 -1 0 0
1 1 11
A5:§ 1 1 1].
1 11
The set
A={u1 ®v1,...,us @vs} (6.258)

is orthonormal by inspection. If x € X and y € Y satisfy
(z @y, up ®vr) = (@, u)(y,vp) =0 (6.259)

for k =1,...,5, then one must have (z, ux) = 0 for at least 3 distinct choices
of k € {1,...,5} or (y,v,) = 0 for at least 3 distinct choices of k € {1,...,5}.
As every 3 distinct choices of u span all of X and every 3 distinct choices
of vg span all of ), it follows that * ® y = 0. The set A is therefore an
unextendable product set.

The projection onto the subspace orthogonal to an unextendable product
set must be both PPT and entangled, as the following theorem states.
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Theorem 6.41 Let X and )Y be complex Euclidean spaces, let
A={u; ®v1,...,Un vy} (6.260)

be an unextendable product set in X ® Y, and define

m

= weuj, ® vgvy. (6.261)
k=1
It holds that
1y ®1y —II € PPT(X:Y)\Sep(X: D). (6.262)
Proof From the assumption that A is an orthonormal set, one may conclude
that {1 ® v1,...,U; ® vg} is an orthonormal set as well. It follows that
m
(T@ L)) = ) Ty © vy (6.263)
k=1

is a projection operator, and therefore
(T@ L)) <1y ®1Ly. (6.264)
As
(TR Ly (ly®@1ly) =1y ® 1y, (6.265)
one obtains the inclusion
(T®1Ly))(1ly ® 1y —1II) € Pos(X ® V). (6.266)
It therefore holds that

1y ®1y—II € PPT(X:Y). (6.267)
Now, toward a contradiction, assume that
1, ®1y,—1II € Sep(X:Y), (6.268)
which implies that
ly®1ly—II= Z TaZh @ Yol (6.269)
a€x

for some choice of an alphabet ¥ and collections {z, : @« € £} C X and
{a : @ € X} C Y. It holds that

m
Z Z‘@a@yavuk@wﬁ”?

k=1 aeXx

m (6.270)
= Z(uk ® ’Uk)*(]lx ®1y — H)(uk & Uk) =0,
k=1
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and therefore

(Ta ® Yo, up @ vg) =0 (6.271)

for every a € ¥ and k € {1,...,m}. As A is an unextendable product set,
it follows that x, ® y, = 0 for every a € ¥, and therefore

Iy®1y-II=0. (6.272)

This, however, is in contradiction with the assumption m < dim(X ® )). It
follows that

Iy ®1y —II & Sep(X:)), (6.273)

which completes the proof. O

PPT states have no distillable entanglement

PPT states may not always be separable, but they exhibit similar properties
to separable states in some respects. One such respect is that their overlap
with every maximally entangled state is small. The next proposition, which
is reminiscent of Proposition 6.15, is representative of this fact.

Proposition 6.42 Let A € L(),X) be an operator satisfying || Al < 1,
for X and Y being complex Euclidean spaces. For every P € PPT(X :Y) it
holds that

(vec(A) vec(A)*, P) < Tx(P). (6.274)
Proof The transpose mapping is its own adjoint and inverse, and therefore

(vec(A) vec(A)*, P)

(T ® ) (vec(A) vee(A)), (T@ Ty )(P)). 02
It holds that
vec(A) = (Ly ® A7) vec(Ly), (6.276)
which implies that
(T ® L) (vec(A) vec(A)*) = (1x @ AN)W (1y ® A) (6.277)

for W € U(X ® X) denoting the swap operator on X ® X. The operator
represented by (6.277) has spectral norm at most 1, and therefore

(T ® L)) (vee(A) vee(A)"), (T @ Tu))(P))

< (T ® L) (P (6.278)
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Finally, because P € PPT(X : }), together with the observation that the
transpose mapping preserves trace, one has

H(T @ ]lL(y))(P)Hl = TI"(P) (6279)
The proposition follows from (6.275), (6.278), and (6.279). O

Example 6.43 Similar to Example 6.16, let ¥ be an alphabet, let n = |X|,
and let X = C* and )) = C*. Define a density operator 7 € D(X ® ))) as

1 1
T== > FEup ® Eqp = — vec(1) vec(1)", (6.280)
L= n

where 1 denotes the identity operator on C*, which may be viewed as an
element of the set L(), X). For every PPT state

peD(X®Y)NPPT(X:Y), (6.281)

it holds that
1

(.p) = %(vec(lt)vec(ll)*, - (6.282)

by Proposition 6.42. Thus, with respect to their overlap with the maximally
entangled state 7, one has that PPT operators are bounded in a similar way
to separable operators.

Proposition 6.42, when combined with the next proposition stating that
separable maps (and therefore LOCC channels) map PPT operators to PPT
operators, leads to a proof that PPT states have distillable entanglement
equal to zero.

Proposition 6.44 Let X, Y, Z, and W be complex Euclidean spaces, let
P € PPT(X:)) be a PPT operator, and let & € SepCP(X,Z: Y, W) be a
separable map. It holds that ®(P) € PPT(Z:W).

Proof For any choice of operators A € L(X,Z) and B € L(Y,W), the
assumption P € PPT(X : Y) implies that
(T®Lw)((A® B)P(A® B)")

= (A®B)(T®1.4))(P)(A® B)" € Pos(Z@W). (6.283)

(In this equation, T refers to the transpose mapping on Z or X, as the
context dictates.) As @ is separable, one has

P(X) =D (A ® Ba)X (A ® B,)* (6.284)
a€eX

for all X € L(X ® ), for some choice of an alphabet ¥ and collections

358 Bipartite entanglement

of operators {4, : @« € ¥} C L(X,Z) and {B, : a € ¥} C LQ,W).
Consequently, one has that

(T @ L) (®(P)) = > (Aa ® Bo) (T @ 1oy))(P)(Aa ® Ba)”  (6.285)
acx

is positive semidefinite, and therefore ®(P) € PPT(Z: W), as required. [
Theorem 6.45 Let X and Y be registers and consider a PPT state

p €EPPT(X:Y)ND(X ®Y) (6.286)
of the pair (X,Y). With respect to the state p, it holds that E,(X:Y) = 0.

Proof Let T ={0,1},1let Z=Cl and W = C", and let 7 € D(Z ® W) be
defined as

1
T=35 > Eqp ® Eqyp. (6.287)
a,bel’

Suppose a > 0, let n be any positive integer for which m = |an| > 1, and
consider any LOCC channel ® € LOCC(X®™, Z2%™ : Yy®@n W& Recall the
operators U,, and V;,, as defined by (6.210) and (6.213). It holds that

Unp®"Uy € PPT(X®™: YO, (6.288)
and therefore
(U, p®"Uy) € PPT(Z%™ : WWO™) (6.289)

by Proposition 6.44. One may therefore conclude from Proposition 6.42 that

m 1
F(Vim®VE, ®(Unp®"Ur)) <272 < —. (6.290)
V2
The number « therefore fails to satisfy the requirements of Definition 6.35.
It follows that E,(X:Y) =0. O

6.3 Phenomena associated with entanglement

This section discusses a few notions generally associated with entanglement:
teleportation, dense coding, and non-classical correlations. These notions
serve as representatives of the sorts of operational effects that entanglement
may induce.
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6.3.1 Teleportation and dense coding

In quantum information theory, teleportation has traditionally referred to a
protocol by which a single-qubit quantum channel is implemented through
the use of a maximally entangled pair of qubits along with two classical bits
of communication. Informally speaking, teleportation suggests the following
transformation:

1 pair of maximally entangled qubits

+ 2 bits of classical communication

— 1 qubit of quantum communication.

The dense coding protocol offers a trade-off of resources that is, in some
sense, complementary to teleportation. Again traditionally speaking, it is a
protocol by which a two-bit classical channel is implemented through the use
of a maximally entangled pair of qubits and a single-qubit quantum channel.
In this case, the suggested transformation is as follows:

1 pair of maximally entangled qubits
+ 1 qubit of quantum communication

— 2 bits of classical communication.

In both cases, the maximally entangled pair of qubits is consumed by the
conversion between two classical bits and one qubit of communication; in
essence, the entangled pair of qubits functions as a resource allowing for this
conversion.

In the discussion that follows, teleportation and dense coding will be
considered in greater generality. The traditional protocols suggested above
will emerge as specific instances of more general classes of protocols.

Teleportation

Consider the following scenario in which two individuals, Alice and Bob,
aim to implement an ideal quantum channel through the combined use of
entanglement and classical communication.

Scenario 6.46 (Teleportation) Alice holds a register X and Bob holds Y.
Both registers have the same classical state set X, and the state of the pair
(X,Y) is given by the maximally entangled state

1
T=-—=

> Epe ® By (6.291)
| |b¢€2

Alice obtains a new register Z, whose classical state set is also X, and she
wishes to transmit Z to Bob. Alice and Bob attempt to accomplish this task
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using classical communication together with the shared entangled state T,
by means of a protocol as follows:

1. Alice performs a measurement p : I' — Pos(Z ® X) on the pair (Z,X),
where I is an arbitrarily chosen alphabet, and sends the outcome a € I'
of this measurement to Bob.

2. For{¥, : a €'} C C(Y, Z) being a collection of channels indexed by T,
Bob applies the channel ¥, to Y, for whichever symbol a € I" was sent
to him by Alice, transforming this register into a new register Z.

An analysis will reveal that this protocol accomplishes the task at hand for
a suitable choice for Alice’s measurement and Bob’s collection of channels.

Remark One may consider more general scenarios along similar lines to
Scenario 6.46. For instance, X, Y, and Z might not share the same classical
state set, the initial state of the pair (X, Y) might be initialized to a different
state than 7, and Alice and Bob might aim to implement a channel different
from the identity channel. The discussion that follows, however, will focus
on the setting described in Scenario 6.46 in the interest of simplicity.

For any choice of Alice’s measurement 1 and Bob’s collection of channels
{¥, : a € T}, the channel ® € C(Z) that is implemented by the protocol
described in Scenario 6.46 may be expressed as

¥2) = 5 X X (1) 20 Boe)ulr) (6202
a€l’ b,cex
for all Z € L(Z2).

The following theorem provides a characterization of those measurements
and collections of channels for which the channel ® is equal to the identity
channel, which represents an ideal transmission of quantum information from
Alice to Bob. (The statement of the theorem refers to a single complex
Fuclidean space X, rather than X, ), and Z, and includes the assumption
that none of the measurement operators of y are identically zero, as this
allows for a simpler statement and proof of the characterization.)

Theorem 6.47 Let ¥ and T’ be alphabets and let X = C* be a complex
Euclidean space. Also let

u:T — Pos(X @ X) (6.293)
be a measurement such that u(a) # 0 for every a € T, and let
{U, : a €T} CCWX) (6.294)

be a collection of channels. The following two statements are equivalent:
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1. It holds that
Z Z X ® Ey c>\pa(Eb,c) (6295)

aGF b,ceX

for every X € L(X).
2. There exists a collection {U, : a € '} C U(X) of unitary operators and
a probability vector p € P(I') such that

u(a) = p(a)|X|vec(Uy) vec(Uy)*  and Vo (X) =U, XU,  (6.296)
for every choice of a € T and X € L(X).

The proof of Theorem 6.47 will make use of the following proposition,
which establishes that a channel of the form ® € C(X), for any complex
Euclidean space X', can be the inverse of a completely positive map only if
it is a unitary channel.

Proposition 6.48 Let X be a complex Fuclidean space, let ® € C(X)
be a channel, and let ¥ € CP(X) be a completely positive map for which
OV = 1yx). There exists a unitary operator U € U(X) such that

O(X)=U"XU and ¥(X)=UXU" (6.297)
for all X € L(X).

Proof As VU is completely positive, and evidently nonzero, its Choi operator
J(¥) is a nonzero positive semidefinite operator. By the spectral theorem
(Corollary 1.4), it is therefore possible to write

= XT: vec(Ag) vec(Ag)* (6.298)
k=1

for r = rank(J(¥)) and {Ay,..., A} C L(X) being an orthogonal collection
of nonzero operators. Consequently, one has

r

kgl(fb &® ]lL(X))(VeC(Ak) VeC(Ak)*) (6299)

= (2 ® Ly (J(T)) = J(@P) = vec(Lx) vec(Ly)™.
As vec(1y) vee(1 x)* has rank equal to one, and each operator
(@ @ Liay) (vec(Ay) vec(Ag)*) (6.300)

is positive semidefinite (by the complete positivity of @), it follows that there
must exist a probability vector (p1,...,p,) such that

(© @ Lp ) (vec(Ay) vec(Ay)*) = pg vee(Lx) vec(Ly)* (6.301)
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for each k € {1,...,r}. Because ® preserves trace, it follows that
(A7 AR)" = (Tr @ L) (vee(Ag) vec(Ag)*) = prla, (6.302)

and therefore Ay = /pr Uy for some choice of a unitary operator Uy € U(X),
for each k € {1,...,r}. This implies that

(Lx @ U J(®)(Lx @ UL)" = (P @ lya)) (vee(Uy) vec(Uy)*)

= vec(lx)vec(ly)*, (6.303)

and therefore
J(®) = vec(Uy) vec(Ug)*, (6.304)
again for each k € {1,...,r}. As {A41,..., A} is a collection of nonzero,

orthogonal operators, and is therefore linearly independent, one concludes
that » = 1 and p; = 1; and by setting U = U; the proposition is proved. [

Proof of Theorem 6.47 Assume that statement 1 holds. For each a €T,
define a map Z, € T(X) as
\EI > (ula), X ® Eye) Epe (6.305)
b,ceX

for all X € L(X). The Choi operator of =, is given by
= —=Wu(a)W, (6.306)

for W € U(X ® X) denoting the swap operator. As J(E,) € Pos(X ® X)
for each a € T, it follows that Z, is completely positive, and moreover is
nonzero by the assumption that p(a) is nonzero. Statement 1 may now be
expressed as

> WE, = L), (6.307)
a€el
which is equivalent to
> J(WaEa) = vec(Ly) vee(Ly)*. (6.308)

acl

As the composition ¥,=, is necessarily completely positive and nonzero for
each a € I, and the operator vec(1x) vec(1x)* has rank equal to 1, it follows
that there must exist a probability vector p € P(I') such that

J(U,E,) = p(a) vec(ly) vec(ly)* (6.309)
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for each a € I'. Consequently,
(PaZa)(X)
p(a)
for every X € L(X). By Proposition 6.48, there must exist a collection of
unitary operators {U, : a € I'} C U(X) such that

=X (6.310)

1
Wa(X) = UaXU; and C5Z0(X) = U; XUy (6.311)
pla
for every a € I' and X € L(X). Thus,
1
EW/L((L)W = J(E4) = p(a) vec(U}) vec(U})*, (6.312)

and because W vec(Y) = vec(Y") for every Y € L(X), one therefore has
wu(a) = p(a)|Z| vee(U,) vec(Uy)* (6.313)

for each a € T'. Statement 1 therefore implies statement 2.
Now assume statement 2 holds. As p is assumed to be a measurement, it
must be the case that

> p(a) vec(Uy) vec(Uy)* =

acl’

1
— 1y @1y, (6.314)
12|
The operator represented by the equation (6.314) coincides with the Choi
operator J(2) of the completely depolarizing channel 2 € C(X). It follows
that one may write

=> p(a)UXU; (6.315)

acl

for every X € L(X). Because the natural representation of the completely
depolarizing channel is given by

1
K(Q) = Il > Eye® By, (6.316)
| | b,ceX
one finds that
Y (U, 0U, =K(Q) == > Epc®Ep, (6.317)
acl ‘ | b,ceX

by Proposition 2.20.
Now consider the channel ® € C(X) defined by

Z Z X 02y Eb c>\Ila(Eb,c) (6318)

‘El a€l b,cex
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for every X € L(X). Making use of the expression (6.317), one may write

= > pb ), X @ Up) W (Up) (6.319)
a,bel’

for every X € L(X). By substituting according to (6.296), one obtains

=2 > pla)p(b) vec(Ua)* (X @ Uy) vec(Ua) UaUpUps

@-ber (6.320)
=12 > p(a)p(b){UUpU;, X ) UaUpUs.

a,bel’

The natural representation K (®) of the channel ® is therefore given by

1% > pla)p(b) vec(UaUhUy) vec(UgUpUy )*
a,bel’
= " pla)(Us @ Ta) (|E|Zp ) vec(Uy) vec(Uy)* )(Ua®7a)* (6.321)
a€el bel
=Ty @1k,

where the last equality has made use of (6.314). It follows that ® is equal
to the identity channel, and therefore statement 2 implies statement 1. [

Theorem 6.47 implies that every mixed-unitary representation of the
completely depolarizing channel gives rise to a teleportation protocol, as
the following corollary makes precise.

Corollary 6.49 Let & and T' be alphabets, let X = C=, let
{Us : a €T} CUX) (6.322)

be a collection of unitary operators, let p € P(T') be a probability vector, and
assume that

=Y pla)U.XU; (6.323)

acl

for every X € L(X), where Q € C(X) denotes the completely depolarizing
channel with respect to the space X. For i : T' — Pos(X ® X)) defined as

u(a) = p(a) 3] vec(Uy) vec(Uy)* (6.324)

for each a € T', one has that p is a measurement, and moreover

) z Z a’)a X® Eb,c> UaEb,cU(;k (6.325)
| | a€l bees

for all X € L(X).
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Proof There is no loss of generality in assuming that p(a) # 0 for every
a € T, for otherwise one could define an alphabet I'o = {a € T : p(a) # 0},
verify that the corollary holds in this case, and observe that the statement
of the corollary is equivalent when T is replaced by I'y in this way.

It is evident that p is a measurement, as each p(a) is positive semidefinite
and it holds that

> ula) = p(a)|S| vee(Ua) vee(Ua)* = [S|J(Q) = Lx @ Ly.  (6.326)
acl acl
By defining ¥,(X) = U, XU} for every X € L(X) and a € T', one has that
statement 2 of Theorem 6.47 is satisfied. This implies that statement 1 of
that theorem holds, which is equivalent to (6.325), and therefore completes
the proof. O

Example 6.50 Let ' = ¥ x¥, for ¥ = {0, 1} denoting the binary alphabet.
Elements of I" will be viewed as binary strings of length 2 for convenience.
Define p € P(I') as

1
p(00) = p(01) = p(10) = p(11) = § (6.327)
and define unitary operators Upg, Up1, U1, Ur1 € U(C*) as follows:
1 0 1 0
Ugo = (O 1>7 Uo1 = (O 1>7
(6.328)

01 0 -1
U1o—<1 0>7 U11—<1 0)-

The operators Uy, Up1, U1g, U1 coincide with the discrete Weyl operators
acting on the space C*, and (as explained in Section 4.1.2) provide a mixed-
unitary realization of the completely depolarizing channel Q € C(C*):

Tr(X)

- Z Uap XU, = 1 (6.329)

a bex

for every X € L(C¥). Consequently, by taking p : T' — Pos(C* @ C*) to be
the measurement defined as

VeC(Uoo) VeC(UvQO)”< Vec(U01) Vec(U01)*
2 ' 2 ’

i i (6.330)
/1,(10) _ VeC(Ulo);'eC(Ul()) ’ p,(ll) _ VGC(UH);/'GC(UH) ’

1(00) = p(01) =

366 Bipartite entanglement

or equivalently p(ab) = ugpu’, for

oo = €oo + €11 - €00 — €11
- \/§ I - \/5 b
(6.331)
eo1 + €10 €01 — €10

U = ———=, Uy = ————,
10 o 11 N

and setting W,,(X) = Uy XUJ, for each X € L(C*) and a,b € X, one
obtains a teleportation protocol as described in Scenario 6.46. Indeed, the
resulting protocol is equivalent to the traditional notion of teleportation
in which an ideal single-qubit channel is implemented using a maximally
entangled pair of qubits along with two classical bits of communication. The
set {woo, uo1, w10, u11} is typically called the Bell basis, and p represents a
measurement with respect to this basis.

Example 6.51 The previous example may be generalized as follows. Let
3 = Zy, for any positive integer n, let I' = ¥ x 3, and let the collection
{Uup : a,b € X} C U(C®) of unitary operators be in correspondence with
the discrete Weyl operators acting on C*. By taking p : I' — Pos(C* ® C¥)
to be the measurement defined as

u(ab) = VeC(U“b)gec(U“b)* (6.332)

for each a,b € ¥, and setting Wqp(X) = Uy XU, for each X € L(C%), one
again obtains a teleportation protocol as debcrlbed in Scenario 6.46.

In the teleportation protocols described in the previous two examples, the
number of distinct classical symbols that must be transmitted is equal to
the square of the number of classical states in the quantum system that is
teleported. This is optimal, as the following corollary states.

Corollary 6.52 Let ¥ and ' be alphabets, let ji : T' — Pos(C* @ C*) be
a measurement, and let {¥, : a € T} C C(C*) be a collection of channels
such that

Z Z X ® Eb c> \Ila(Eb,c) (6.333)

aer bcex
for every X € L(C¥®). It holds that |T'| > |Z|?.
Proof By Theorem 6.47, it follows that
p(a) = p(a)| X[ vec(Ua) vec(Ua)* (6.334)

for each a € T, for some choice of a probability vector p € P(I') and a
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collection of unitary operators {U, : a € T'} C U(C*). Each operator p(a)
has rank at most one, while

> pla) =1y @1y (6.335)
acl’
has rank |X|?. It follows that |T'| > |X|? as required. O

Dense coding

Along similar lines to the discussion of teleportation above, a scenario in
which Alice and Bob aim to implement an ideal classical channel through
shared entanglement and quantum communication may be considered.

Scenario 6.53 (Dense coding) Alice holds a register X and Bob holds Y.
Both registers have the same classical state set X, and the state of the pair
(X,Y) is given by the maximally entangled state

1
T== Y. E.®F, (6.336)

|E| b,cex
Alice obtains a classical register Z having classical state set I'. She wishes to
transmit the classical state Z to Bob by means of a protocol as follows:

1. Alice applies one of a collection of channels
{U, : a €T} CCLX) (6.337)

to X, with the channel applied being indexed by the classical state a € "
of Z. The register X is then sent to Bob.
2. Bob performs a measurement

u:T — Pos(X®)) (6.338)

on the pair (X,Y). The outcome b € T is interpreted as the result of the
transmission from Alice.

It is not surprising that protocols of this sort exist that function as desired,
meaning that Bob’s measurement outcome b € I' corresponds precisely to
the classical state a € T' of Alice’s register Z. Indeed, when I' is no larger
than ¥, the task is trivially accomplished. What is more interesting is that
there are protocols of this form that work perfectly in the case that I is as
large as ¥ x 3.

The following proposition establishes that a dense coding protocol may
be derived from an arbitrary mixed-unitary realization of the completely
depolarizing channel, provided the unitary operators are drawn uniformly
from a set indexed by ¥ x X.
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Proposition 6.54 Let ¥ be an alphabet, let X = C>, and let

1
T== Y Ea®E.. (6.339)

|Z| c,deX

Assume {Ug @ ab € ¥ x £} C U(X) is a collection of unitary operators
such that

Q(X):i > UaXUp (6.340)

2
| | abeXxy

for all X € L(X), where Q € C(X) is the completely depolarizing channel
with respect to the space X. For {¥y : ab € ¥ x X} C C(X) being a
collection of channels defined as

Uop(X) = U XU, (6.341)

for each ab € ¥ x ¥ and X € L(X), and for pn: ¥ x X — Pos(X ® X) being
defined as

(ab) = VeC(UangTC(Uab)* (6.342)
for each ab € ¥ x X, it holds that p is a measurement and
(o), (W 1y10)(7) = {3 RN
for all a,b,c,d € 3.
Proof 1t holds that
> plab) = |S[J(Q) = 1x ® L. (6.344)

abeXxy

As each operator p(ab) is evidently positive semidefinite, it follows that p is
a measurement. For each ab € ¥ x ¥, one has

(u(ab), (Pap @ Ly ) (7))

— §<V6C(Uab) vee(Uap)*, vee(Un) vee(Ug)*) = 1. (6.345)

Because (V45 @ L1xy)(7) is a density operator for each ab € ¥ x X, it follows
that

(led), (Wap @ Ty x)) (7)) =0 (6.346)

for ed # ab, which completes the proof. O
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Example 6.55 As in Example 6.50, let ¥ = {0,1} and define unitary
operators Upo, Upt, Uro, Ur1 € U(C*) as follows:

1 0 1 0
Ugo = (O 1) , U= (0 _1> ;

0 1 0 -1
U10<1 O)’ U11<1 O)'

As the operators Uyg, Up1, Uig, U11 provide a mixed-unitary realization of
the completely depolarizing channel, by taking p : ¥ x ¥ — Pos(C* @ C*)
to be the measurement defined as

(6.347)

4(00) = VeC(Uoo);eC(Uoo)*’ 4(01) = Vec(Um);fec(UOl)*’
. _(6.348)
1(10) = vec(U1o);/ec(U10) ) = VeC(UH);/ec(UH) |

and setting W, (X) = Uyp XU, for each X € L(C¥), as in Example 6.50, one
obtains a dense coding protocol as described in Scenario 6.53. The resulting
protocol is equivalent to the traditional notion of dense coding in which an
ideal two-bit classical channel is implemented using a maximally entangled
pair of qubits along with one qubit of quantum communication.

In analogy to the more general type of teleportation protocol described
previously, one may consider the capabilities of dense coding protocols for
arbitrary choices of an alphabet I', as opposed to I' = ¥ x X. In particular,
suppose Alice’s channels are given by the collection

{U, : acT} CCX), (6.349)

for an arbitrary alphabet I, and that the symbol a € T" Alice wishes to send
to Bob is randomly selected according to a probability vector p € P(T').
The state of the pair (X,Y) prior to Bob’s measurement is described by the
ensemble 7 : I' = Pos(X ® X) defined as

n(a) = ]% > Uo(Epe) @ Ep (6.350)
b,cex

for all @ € T'. The following theorem provides a characterization of when
the Holevo information x(n) of this ensemble attains its maximum possible
value, which is 2log(|X]).
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Theorem 6.56 Let 3 and T be alphabets, let p € P(I') be a probability
vector such that p(a) # 0 for all a € T, and let

{¥, : a €T} CC(C™ (6.351)
be a collection of channels. The following two statements are equivalent:
1. For the ensemble n : ' — Pos(C* ® C*) defined as
a
o) =" S w(B) @ B (6.352)
b,cex

for all a € T', one has that x(n) = 2log(|X]).
2. There exists a collection {U, : a € T} C U(C®) of unitary operators
such that

U, (X) =U,XU; (6.353)
for every choice of a € T and X € L(C¥), and moreover it holds that
QX) = pla)UXU; (6.354)
acl

for all X € L(C®), where Q € C(C¥) denotes the completely depolarizing
channel defined with respect to the space C>.

Proof The Holevo information of the ensemble 1 defined by (6.352) is

X(W) = H<Z % Z \I/a(Eb,c) ® Eb,c)

acl b,cEX (6.355)
1
> pla)H| = Y Va(Eye) ® By |
DY
acl b,ceX

which may alternatively be written as

x(n) = H(Zp(a) J(;“)> - pla) H(ng“)) (6.356)

acl’ ael’

Under the assumption that x(n) = 2log(|X]), it must hold that

H(Zp(a) JT;”) =2log(|Z]) and H(‘]T;ﬂ)) =0 (6.357)
ael’

for each a € T'. The rank of J(¥,) is therefore equal to 1 for each a € T,
and as each ¥, is a channel it follows that there must exist a collection of
unitary operators

{U, : a €T} C U(CY) (6.358)
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such that (6.353) holds for each X € L(C¥) and each a € T. The first
equation of (6.357) is equivalent to

J¥,) 11
> opla) 55" = =5 (6.359)
e 2 DI
which implies
, 11
> pla) vec(Uy) vec(Us)* = —=— = J(), (6.360)
acl ‘El
and therefore
> p(a) U XUF = Q(X) (6.361)
ael’

for all X € L(C¥). Statement 1 therefore implies statement 2.
Under the assumption that statement 2 holds, the Holevo information of
n may be calculated directly:

X(77) =H <Z I% Z \Ila(Eb,c) ® Eb,c)

ael bycen

1
- Z p(a) H<|E| Z ‘I}a(Eb,c) ® Eb,c) (6.362)

ael bceER

B 1®1 vee(Uy) vee(U,)*
= H<|E|2> - Zp(a)H<|E|>

acl’
— 2log(|3).

Statement 2 therefore implies statement 1, which completes the proof. [

6.3.2 Non-classical correlations

The definition of entanglement, as the absence of separability, is not directly
related to an observable physical phenomenon. Entanglement is, however,
fundamentally connected with the correlations that may exist among the
outcomes of measurements performed on two or more separate parts of a
physical system. To describe this connection, it is helpful to consider the
following scenario.

Scenario 6.57 Two individuals, Alice and Bob, share a compound register
(X,Y), with Alice holding X and Bob holding Y. Two events occur:

1. Alice receives an input symbol, drawn from a fixed alphabet X, , and she
must produce an output symbol from a fixed alphabet T',.
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2. Bob receives an input symbol, drawn from a fixed alphabet Y5, and he
must produce an output symbol from a fixed alphabet I's.

Alice and Bob cannot communicate with one another at any point after they
have received their input symbols. The output symbols they produce may,
in general, be probabilistic, possibly resulting from measurements made on
whichever one of the registers X or Y is in the possession of the individual
performing the measurement.

The discussion that follows is primarily concerned with the collections of
output distributions that may be produced by Alice and Bob, as described
in the scenario above, through measurements on a shared entangled state,
as compared with the correlations that may result from the initial state of
(X,Y) being separable.

Correlation operators

The output distributions produced by Alice and Bob in a particular instance
of Scenario 6.57, ranging over all pairs of input symbols, may collectively be
described by a single operator

C € L(R¥>I'e R=axTa), (6.363)

defined so that C'((a, ¢), (b,d)) is the probability that Alice and Bob output
(¢,d) € Ty x I'y, assuming they are given the input pair (a,b) € X, X Zp.
Such an operator must satisfy certain constraints. For instance, to carry the
interpretation that C' represents a collection of probability distributions,
each entry must be a nonnegative real number, and it must hold that

C((a;c), (b,d)) =1 (6.364)
(c,d)elaxT'p

for every pair (a,b) € ¥, x ¥g. Additional constraints are imposed by the
assumption that Alice and Bob are separated and cannot communicate.

Definition 6.58 Let X,, X5, I'y, and 'y be alphabets, and let
C € L(R¥exI's R¥axTa) (6.365)
be an operator.

1. The operator C is a deterministic correlation operator if

C= > Eup®Eia)em) (6.366)
(avb)ezAXEB
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or equivalently

1 ife= f(a) and d = g(b)

(6.367)
0 otherwise,

C((av C)7 (bv d)) = {
for some choice of functions f : ¥, — I'y and g : ¥ — I's. It is said
that C is a probabilistic correlation operator if C' is equal to a convex
combination of deterministic correlation operators.

2. The operator C'is a quantum correlation operator if there exist complex
Euclidean spaces X and ), a state p € D(X ® V), and two collections of
measurements {u, : a € X} and {v}, : b € ¥}, taking the form

te : Ta = Pos(X) and v : 'y — Pos()), (6.368)
such that
C((a,c), (b,d)) = (pa(c) @ vi(d), p) (6.369)
for every a € X5, b€ X5, c€ Ty, and d € ['.

Example 6.59 Let X,, Y, ', and I'y all be equal to the binary alphabet
Y = {0,1}, let X = C¥ and ¥ = C¥, define 7 € D(X ® Y) to be the
maximally entangled state

1

T=35

>~ Eap ® Eay, (6.370)
a,bex

( (
p(0) =1Ly, pa(1 (6.371)
vo(0) =18, vo(1) = Mg s, .
v1(0) = U7 ys,  v1(1) = Hznys,
for
cos?(0) cos(6) sin(@))
= . 6.372
(cos(@) sin(9) sin2(6) ( )

Equivalently, these measurement operators are as described in Figure 6.1.
For this choice of 7, and because each of the measurement operators above
have real number entries, it holds that

(ale) © (), 7) = & (palc), (d) (6.373)
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1 0 0 0
po(0) = (0 0) ) po(l) = (0 1) )
11 1 1
p(0) = (i i) ) m(l) = (_21 12) )
2 2 2 2
2+2 V2 2-vV2 /2
— 4 4 _ 1 4
VO(O) - V32 2-v3 |’ VO(I) - V) 243 |’
1 1

NS
S

4
_V2 2-v2 V2
4 _ 4 4
evs| MU= 5 Wi
4 4

Figure 6.1 Matrix representations of the measurement operators described
in Example 6.59.

=5
=S
I
RS
[V}
+
S
E =

for each a € ¥, b € ¥, c € Ty, and d € I'y. A calculation reveals that the
quantum correlation operator defined by (6.369) is given by

24v2  2—v2 242 2-2
3 3 3

g
2—/2  2+V2 2—V2 242
3 8 8 8
C = (6.374)
24v2  2-v2  2-v2 242
3 8 8 8
2-v2  24v2 242 2-2
g g g 8

It will be demonstrated shortly that the operator C' is not a probabilistic
correlation operator.

Example 6.60 Let X,, >, 'y, and I'y all be equal to the binary alphabet
Y = {0,1}. There are 16 deterministic correlation operators, which are in
correspondence with the 16 possible pairs of functions (f, g) having the form
f:3s > T4 and g: ¥ — I's. As matrices, these operators are as described
in Figure 6.2.

Bell inequalities

By its definition, the set of all probabilistic correlation operators of the form
C € L(R¥»*Ts R=axIa) (6.375)

is convex. Indeed, this set is given by the convex hull of a finite set, as there
are finitely many deterministic correlation operators of the same form. From
this fact it follows that the set of all probabilistic correlation operators of the
form (6.375) is compact. Therefore, by the separating hyperplane theorem
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1 01 0 10 01 0110 01 01
0 00O 0 000 0 00O 0 0 00
1 010)” (2001) {01 1O0) 0101}
0000 0 0 00 0000 0 0 00
1 010 1 00 1 0110 01 01
0000 0 0 00 0000 0 0 00
00 0O 0 00 0)J> |0 0 OO0 0 0 0 0}
101 0 1 0 01 0110 0 1 01
0000 00 00 0000 00 00
1 010 1 0 0 1 0110 01 01
10 10)> (2001) (01 1O0) (0101}
0000 0 000 0000 0 0 00
0 00O 0 0 00 0 00O 0 000
1 01 0 1 0 01 0110 01 01
0 00O 0 0 0 0)J> [0 0 0O 0 000
101 0 1 0 01 0110 0 1 01

Figure 6.2 Matrix representations of the correlation operators described in
Example 6.60.

(Theorem 1.11), if an operator
D € L(R¥8*I's REaxTa) (6.376)
is not a probabilistic correlation operator, there must exist an operator
K € L(R¥*Te R xTa) (6.377)
and a real number « such that
(K,D) >« and (K,C)<a« (6.378)

for all probabilistic correlation operators C' of the form (6.375).

For a fixed choice of an operator K and a real number «, the inequality
(K,C) < «a is traditionally called a Bell inequality, assuming it is satisfied
for every probabilistic correlation operator C' of the form (6.375). When this
is the case, the inequality (K, D) > « is called a Bell inequality violation if
it holds for some choice of a quantum correlation operator D.

The illustration of a Bell inequality violation can provide a convenient
way to demonstrate that certain correlation operators are not probabilistic,
as the following example illustrates.
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Example 6.61 (Clauser-Horn—Shimony-Holt inequality) Let 3,, ¥g, Ty,
and T'y all be equal to the binary alphabet ¥ = {0, 1}, and define

K € L(R¥s>*Ts R¥axTa) (6.379)

as

K = . (6.380)

For every deterministic correlation operator
C € L(R¥s*Ts R=axTa) (6.381)
it holds that
(K,C) <2, (6.382)
which may be verified by an inspection of the 16 deterministic correlation
operators in Example 6.60. It follows by convexity that the same inequality

holds for C' being any probabilistic correlation operator. On the other hand,
the quantum correlation operator

2+v2  2-v2 242 2-V2
8 8 8 8

2—v2  24V2  2-v2 242
D= ® ® ® ¢ (6.383)

24v2  2-v2  2-v2 242
8 8 8 8

2—v2  2+4V2 242 2-V2
8 8 8 8

described in Example 6.59 satisfies
(K,D) = 2v/2. (6.384)
This demonstrates that D is not a probabilistic correlation operator.
Correlations among binary-valued measurements
For a given choice of alphabets ¥,, ¥, Iy, and 'y, and an operator
K € L(R¥exI's REaxTa) (6.385)

it may be quite difficult in some cases to determine the supremum value of
(K, C), optimized over all quantum correlation operators of the form

C € L(R¥sxI's R¥axTa), (6.386)
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There is, however, an interesting class of operators K for which this problem
is solvable. This is the class for which the output alphabets I'y and I'y are
both equal to the binary alphabet ¥ = {0, 1}, and furthermore the operator
K takes the form

K=M® ( 1 _1> (6.387)
-1 1
for some choice of an operator
M € L(R*B,R¥). (6.388)

Operators of the form (6.387) have a simple interpretation when considered
in the context of Bell inequalities and violations—they effectively assign the
value M (a,b) to the event that Alice and Bob output equal binary-valued
answers, and the value —M (a,b) to the event that their outputs differ, for
each possible input pair (a,b).

The following theorem, known as Tsirelson’s theorem, provides the basis
for a solution to the problem under consideration.

Theorem 6.62 (Tsirelson’s theorem) Let ¥, and Xp be alphabets and let
X e L(REB, RZA) be an operator. The following statements are equivalent:

1. There exist complex Euclidean spaces X and Y, a state p € D(X ® V),
and two collections

{4, : a € ¥y} CHerm(X) and {Bp : b€ 3g} C Herm(Y) (6.389)
of operators satisfying ||Aq|| <1, | Bp]| < 1, and
X(a,b) = (Aq @ By, p) (6.390)
for every a € ¥, and b € Y.

2. Statement 1 holds under the additional requirement that, for some choice
of an alphabet T', one has X = Cl', Y =CT, and
1
P=TH Z E.q® E¢q, (6.391)
‘ | c,del’

and furthermore that the operators in the collections
{Ag :a€X,} and {Bp:beXg} (6.392)

are unitary (in addition to being Hermitian,).
3. There exist operators

P € Pos(C*) and Q € Pos(C*®), (6.393)
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with P(a,a) =1 and Q(b,b) =1 for every a € ¥, and b € Xy, such that
(; g) € Pos(C* @ C>). (6.394)
4. There exist two collections
{ug - a €}, {vp : be Tp} C R @RS (6.395)
of unit vectors such that
X(a,b) = (uq, vp) (6.396)
for every a € ¥, and b € Xg.

The proof of this theorem will make use of a collection of unitary and
Hermitian operators known as Weyl-Brauer operators.

Definition 6.63 Let m be a positive integer, let I' = {0,1}, and let
Z = CT. The Weyl-Brauer operators

Vos - Vo € L(Z%™) (6.397)
of order m are defined as follows: V) = ™ and

Vor—1 = J,?(kil) R oy ® ﬂ®(mik),

Vip = 081 o, ® 18(m—k) (6.398)

for k = 1,...,m, where 1 denotes the identity operator on Z and o, oy,
and o, are given by the Pauli operators. In matrix form, these operators are
as follows:

10 01 0 —i 1 0
]l(O 1), O'x<1 0), Uy<i 0), 0'Z<0 _1>. (6.399)

Example 6.64 In the case m = 3, the Weyl-Brauer operators Vg,...,V;
are

W=0.®0.,R0,

Vi=o,1®1

Vo=0y®@1®1

Vi=o, @0, 01 (6.400)
Vi=o,®0,®1

Ve=0,R0,R0,

Ve=0.Q00, 0,
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A proposition summarizing the properties of the Weyl-Brauer operators
that are relevant to the proof of Tsirelson’s theorem follows.

Proposition 6.65 Let m be a positive integer, let Vo, ..., Vo, denote the
Weyl-Brauer operators of order m, and let

(a0, -+ -, a2m), (Bos - - ., fom) € RFMHL (6.401)

be vectors of real numbers. It holds that

2m 2 2m
(Z aka> = (Z ai) e (6.402)
k=0 k=0
and
1 2m 2m om
2m<2am,26kvk> = b (6.403)
j=0 k=0 k=0
Proof The Pauli operators anti-commute in pairs:

OO0y = —0yOg, 0z0, = —0,0,, and 0y0, = —0.0y. (6.404)

By an inspection of the definition of the Weyl-Brauer operators, it follows
that Vg, ..., Vo, also anti-commute in pairs:

ViVi = —ViVj (6.405)

for distinct choices of j,k € {0,...,2m}. Moreover, each Vj is both unitary
and Hermitian, and therefore V2 = 19™. It follows that

2m 2 2m
(Z aka> = Z &%VkQ + Z ajak(Vij + VJQVJ)
k=0 k=0

0<j<k<2m

) (6.406)
k=0
Moreover,
2m ifj=k
(Vj, Vi) = Y (6.407)
0 ifj+#k,

and therefore
1 2m 2m 1 2m 2m 2m
2m<z Vi, Y Bka> =m SN @BV Vi) = D B, (6.408)
7=0 k=0 7=0k=0 k=0

as required. O
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Proof of Theorem 6.62 The following implications among the statements
will suffice to prove the theorem:

2)=0)=03)=4) = (2). (6.409)

The first implication, that statement 2 implies statement 1, is trivial.
Assume statement 1 holds, define an operator

K=Y eqvec((Aa@1)\/p) + > epvec((1® By)y/p)", (6.410)

IS\ bedp

and consider the operator K K* € Pos(C¥A"¥8)  which may be written in a

block form as
« (P Y
KK* = (Y* Q> (6.411)

for P € Pos(C¥4), Q € Pos(C*8), and Y € L(C¥s,C®»). It holds that
Y(a,b) = ((4a ® 1)y, (1 By)y/p) = (Aa ® By, p) = X(a,b)  (6.412)

for every a € ¥, and b € X, and therefore Y = X. Moreover, for each
a € ¥, one has

P(a,a) = {(A, @ 1)/p, (A, @ 1)/p) = (A2 @ 1, p), (6.413)

which is necessarily a nonnegative real number in the interval [0,1]; and
through a similar calculation, one finds that Q(b,b) is also a nonnegative
integer in the interval [0, 1] for each b € ¥5. A nonnegative real number may
be added to each diagonal entry of this operator to yield another positive
semidefinite operator, so one has that statement 3 holds. It has therefore
been proved that statement 1 implies statement 3.

Next, assume statement 3 holds, and observe that

. _
1 1 P x
Lip x\y 1P X} (5 _ (6.414)
2\ X @ 2\ X" Q X* QJZrQ

is a positive semidefinite operator having real number entries, and all of its

diagonal entries are equal to 1. Define

— 1 — 1
T AN PEP X \? (0
_ 2 . a — 2 _
Uy = ( P Q;Q) (O) and v = ( P QJQFQ> <€b (6.415)

for each a € ¥, and b € ¥g. As the square root of a positive semidefinite
operator having real number entries also has real number entries, one has
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that u, and v, are unit vectors with real number entries, and moreover it
holds that

(tg,vp) = X(a,b) (6.416)

for all @ € ¥, and b € 3g. It has therefore been proved that statement 3
implies statement 4.
Finally, assume statement 4 holds. Let

m = PEAH?B' _1}, (6.417)

so that 2m + 1 > |X,]| + |Zg|, and let f : ¥, U Xg — {0,...,2m} be a
fixed but otherwise arbitrarily chosen injective function. Let I' = {0, 1}, let
Z =CT, and define

A, = Z uq(c)Vyey and Bj = Z vb(c)VfT(c) (6.418)
cEXAUYE cEXAUYR

foreacha € ¥, and b € Xg, for Vg, . .., Vo, being the Weyl-Brauer operators
of order m, regarded as elements of L(Z%™). As the vectors {uq : a € £,}
and {v, : b € ¥p} are unit vectors having real number entries, it follows
from Proposition 6.65 that the operators {A, : a € ¥ } and {By, : b€ ¥}
are unitary, and it is evident that they are Hermitian as well. Define
1 *
T=om vec(1S™) vec(1€™)". (6.419)
For each choice of a € ¥, and b € ¥y it holds that

1
<Aa ® By, T> = om Tr(AaBg)

= 2im > (Vi) ve(d)Via)) = (Ua,vs),

c,dexalsp

(6.420)

again by Proposition 6.65. This is equivalent to statement 2 (taking I'™ in
place of T'). It has therefore been proved that statement 4 implies statement
2, which completes the proof. O

As a consequence of Tsirelson’s theorem (Theorem 6.62), there exists a
semidefinite program for the supremum value of the inner product (K,C),
for K taking the form (6.387) and for C ranging over all quantum correlation
operators of the form

C € L(R¥sx's R¥axTa) (6.421)

for ¥, and Xy being arbitrary alphabets and I'y and I'y both being equal
to the binary alphabet I' = {0, 1}.
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To understand why this is so, consider an arbitrary quantum correlation
operator C', which must be given by

C((a, ), (b,d)) = (palc) @ vi(d), p) (6.422)

for every a € ¥, b € X, and ¢,d € T, for some choice of complex Euclidean
spaces X and ), a state p € D(X ®Y), and two collections of measurements
{pa : a €X,} and {vp : b € X} whose elements take the form

to : I' = Pos(X) and vy : T — Pos(Y). (6.423)

For an operator K of the form (6.387) for some choice of M € L(R*5, R*4),
one has that the value of the inner product (K, C) is given by
S M) ((1a(0) — #a(1) © (4(0) — (1), p).  (6.424)
(a,b)ESA X Ep
Now, an operator H, acting on an arbitrary complex Euclidean space,
may be written as

H = p(0) - (1) (6.425)

for some binary-valued measurement p if and only if H is Hermitian and
satisfies || H|| < 1. Thus, an optimization of the expression (6.424) over all
choices of the measurements {y, : a € X} and {vp : b € Xy} is equivalent
to an optimization of the expression

> M(a,b) (4. ® By, p) (6.426)
(a,b)ETAXTp
over all collections

{4g : a € £,} CHerm(X) and {Bp: b€ Xz} C Herm(Y)  (6.427)

of Hermitian operators satisfying || Aq|| < 1 and || Bp|| < 1, for every a € ¥,
and b € Xy, respectively.

By optimizing over all complex Euclidean spaces X and ) and density
operators p € D(X ® )), one finds (by Theorem 6.62) that the supremum
value of (K,C) over all quantum correlation operators C' is equal to the
supremum value of the inner product (M, X) over all choices of operators
X € L(R*8,R*A) for which it holds that

X* Q

for P € Pos(C*¥?) and @ € Pos(C*®) satisfying P(a,a) = 1 and Q(b,b) = 1
for every a € ¥, and b € ¥g. Such an optimization corresponds directly to

P X
( ) € Pos(C* @ C>®), (6.428)

the following primal problem of a semidefinite program:
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Primal problem
maximize: %(M, X)+ %{M*, X*)
subject to: (;; g) >0,
A(P) =1, A(Q) =
P € Pos(C*4), Q € Pos(C>®),
X € L(C¥:,C*»).
In this problem, A refers to the completely dephasing channel, defined with
respect to either C¥4 or C¥B, and 1 denotes the identity operator on either

of these spaces, as the context dictates without ambiguity.
The dual problem of this semidefinite program is as follows:

Dual problem
minimize: — Tr( )+ = Tr(Z
—-M
A(Z)
Y € Herm((CEA),
Z € Herm(CEB)

subject to: < >0,

It follows from Slater’s theorem (Theorem 1.18) that strong duality holds
for this semidefinite program—strict feasibility holds for both the primal
and dual problems.

Example 6.66 (Tsirelson’s bound) Consider the operator
1 -1 1 -1
e I Y < 1 _1> (6.429)
1 -1 -1 1 1 1
-1 1 1 -1

11
M—(l _1>7 (6.430)

which was examined in Example 6.61. One has || M || = /2, so that

V21 —-M
(M* \@1>>0' (6.431)

for
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By taking Y = V21 and Z = /21 in the dual problem above, a feasible
dual solution achieving the objective value 24/2 is obtained. Therefore,

(K,C) <2V2 (6.432)

for every quantum correlation operator C. The Bell inequality violation
exhibited in Example 6.61 is therefore optimal for this choice of K.

6.4 Exercises

Exercise 6.1 Let ® € C(X,Y) be a channel, for complex Euclidean spaces
X and Y. Prove that the following three statements are equivalent:

1. For every complex Euclidean space Z and every state p € D(X ® Z),
it holds that

(@ ®1yz)(p) € SepD(V: Z). (6.433)

2. J(®) € Sep(Y: X).
3. There exists an alphabet ¥, a measurement p : 3 — Pos(X), and a
collection of states {0, : @ € ¥} C D(Y) such that

P(X) = Z(u(a),X}oa (6.434)
L))
for all X € L(X).

Channels for which these statements hold are called entanglement-breaking
channels.

Exercise 6.2 Let X and ) be complex Euclidean spaces, let n = dim(}),
and assume n < dim(X). Also let {U,...,Un} € U(Y, X) be an orthogonal
collection of isometries, and let ug € X ® Y be the unit vector defined as

1
for each k € {1,...,m}. Prove that if p : {1,...,m} — Pos(X¥ ® Y) is a
measurement satisfying p(k) € PPT(X : V) for every k € {1,...,m}, then

U =

Z (u(k), upu}) < dim(X). (6.436)

(Observe that a correct solution to this exercise generalizes Theorem 6.30.)
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Exercise 6.3 Let X and Y be registers and let p € D(X ® Y) be a state of
the pair (X,Y). With respect to p, one defines the entanglement of formation
between X and Y as

E.(X:Y) =inf { > pla) H(Try(uquy)) = Y pla)uquy = p}, (6.437)
acx a€y

where the infimum is over all choices of an alphabet ¥, a probability vector

p € P(¥), and a collection of unit vectors {u, : @« € ¥} C X ® Y for which

it holds that

> pla)uquy, = p. (6.438)
aey

(a) Prove that the infimum in (6.437) is achieved for some choice of X, p,
and {u, : a € ¥} for which || < dim(X ® V).

(b) Suppose that Z and W are registers and & € LOCC(X, Z: Y, W) is an
LOCC channel. Prove that

Eo(Z:W), <E.(X:Y), (6.439)

where 0 = ®(p) and E.(X:Y), and Es(Z:W), denote the entanglement
of formation of the pairs (X,Y) and (Z,W) with respect to the states p
and o, respectively.

(c) Prove a more general statement than the one required of a solution to
part (b), holding not only for all LOCC channels, but for all separable
channels of the form ® € SepC(X, Z: Y, W).

Exercise 6.4 Let X and ) be complex Euclidean spaces, and assume that
both spaces have dimension at least 2. Prove that there exist entanglement-
breaking channels @y, ®; € C(X,)), as defined in Exercise 6.1, such that

[|@0 — @1f[[; > [|Po(p) — @1 (p) I, (6.440)

for every p € D(X). Such channels have the seemingly strange property that
they destroy entanglement, and yet evaluating them on an entangled state
helps to discriminate between them.

Exercise 6.5 Let X be an alphabet, let X and ) be complex Euclidean
spaces of the form X = C¥ and Y = C¥, let n = |%|, and consider the
projections Ag, Ay, Iy, and II; defined in Example 6.10. Also define

11y 114 Al

Poz(%Tl)» P1:@7 oo = Ao, and o1=5

(6.441)
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The states pg and p; are therefore Werner states, while o¢p and o; are

isotropic states.

(a) Prove that if p : {0,1} — Pos(X ® Y) is a measurement satisfying
1(0), (1) € PPT(X :Y), then

S 0a0),po) + 5 (a0, 1) < 5+ —.

Prove that there exists an LOCC measurement p for which (6.442)
holds with equality.
(b) Prove that if v : {0,1} — Pos(X ® )) is a measurement satisfying
v(0),v(1) € PPT(X :Y), then
1 1 1

5 (1(0),00) + 5 {w(1),00) 1= o

Prove that there exists an LOCC measurement v for which (6.443)
holds with equality.

(6.442)

(6.443)

Exercise 6.6 Let N and m be positive integers, and assume that there
exist unitary and Hermitian operators Up,...,Us, € L(CY) that anti-
commute in pairs: U;Uy, = —U,Uj for distinct choices of j, k € {0,...,2m}.
Prove that the collection

{U{fo < Ug™ s ag, ..., a9m € {0,1}, ag+ -+ - + agy is even} (6.444)

is an orthogonal collection, and conclude that N > 2™. (Observe that a
correct solution to this exercise implies that the Weyl-Brauer operators
have the minimum possible dimension required to possess the properties
mentioned above.)

6.5 Bibliographic remarks

Although it was not formally defined or called entanglement therein, the
phenomenon of entanglement was first recognized by Einstein, Podolsky, and
Rosen (1935). Einstein, Podolsky, and Rosen’s work inspired Schrédinger to
investigate the phenomenon of entanglement, and to give it its name; he
published a three-part paper in German (Schrodinger, 1935a,b,c), as well as
two related English-language papers (Schrédinger, 1935d, 1936) discussing
entanglement and other issues, as they pertained to the nature of quantum
physics at that time. (An English translation of Schrodinger’s three-part
paper in German was published later (Trimmer, 1980).) The identification of
entanglement with a lack of separability is due to Werner (1989), who used
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the terms classically correlated and EPR correlated rather than separable
and entangled.

The equivalence of the first two statements in Theorem 6.9 was proved by
M. Horodecki, P. Horodecki, and R. Horodecki (1996), and Proposition 6.6
was proved by P. Horodecki (1997). Several elementary analytic facts about
the set of separable states that have been discussed in Section 6.1.1 were
also observed in the papers proving these facts. The equivalence of the third
statement in Theorem 6.9 to the first two was proved a few years later by
P. Horodecki (2001). In general, it is likely to be a computationally difficult
task to test a bipartite density operator for separability, as suggested by the
computational hardness result proved by Gurvits (2003).

The fact that any operator sufficiently close to the identity operator in a
bipartite tensor product space is separable was first proved by Zyczkowski7
P. Horodecki, Sanpera, and Lewenstein (1998). Theorem 6.13 is due to
Gurvits and Barnum (2002).

The local operations and classical communication paradigm, also called
the distant labs paradigm, arose naturally in quantum information theory
as various quantum information processing tasks were considered. Among
the first researchers to consider this paradigm were Peres and Wootters
(1991), who compared the capabilities of LOCC measurements to general
measurements in a setting in which information is encoded into bipartite
product states. The teleportation procedure of Bennett, Brassard, Crepéau,
Jozsa, Peres, and Wootters (1993) followed shortly after.

There are natural extensions of the definition of LOCC channels that have
not been discussed in this chapter. In particular, the definition of LOCC
channels in the present chapter requires an LOCC channel to be a finite
composition of one-way LOCC channels, corresponding to a fixed number of
classical message transmissions between two individuals implementing the
channel, but one may also consider channels implemented by a potentially
unbounded number of message transmissions. It is known that the set of
LOCC channels, as they have been defined in this chapter, is generally not
closed for a fixed choice of spaces; this was proved (for bipartite channels) by
Chitambar, Leung, Manéinska, Ozols, and Winter (2014). The definition of
LOCC channels presented in this chapter is based on one of the definitions
considered by these authors.

The class of separable channels was identified by Vedral, Plenio, Rippin,
and Knight (1997), although they did not raise the possibility (first suggested
by Rains (1997)) that some separable channels might not be LOCC channels.
The existence of separable measurements that are not LOCC measurements
(and, in fact, not even approached by a sequence of LOCC measurements
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in the limit) was proved by Bennett, DiVincenzo, Fuchs, Mor, Rains, Shor,
Smolin, and Wootters (1999b). Childs, Leung, Manéinska, and Ozols (2013)
give a simplified proof of this fact, along with some generalizations of it.

The distillable entanglement and entanglement cost measures were defined
by Bennett, Bernstein, Popescu, and Schumacher (1996a). They used the
term entanglement of formation rather than entanglement cost—but that
terminology has since come to refer to the measure of entanglement described
in Exercise 6.3. Theorem 6.38 was proved in the same paper through the
design and analysis of LOCC channels for entanglement distillation and its
reverse for pure states.

Entanglement distillation for general quantum states was considered by
Bennett, Brassard, Popescu, Schumacher, Smolin, and Wootters (1996¢) and
Bennett, DiVincenzo, Smolin, and Wootters (1996b) around the same time.
It is known that the entanglement cost of every bipartite entangled state is
nonzero (Yang et al., 2005).

The entanglement rank was first defined by Terhal and P. Horodecki
(2000), who referred to it as the Schmidt number of a density operator
(as it generalizes the number of nonzero terms in a Schmidt decomposition
of the vector representation of a given pure state). They also proved that the
entanglement rank of a state cannot increase under the action of an LOCC
channel, based on related observations by Lo and Popescu (2001) regarding
pure states, and that it is generally not multiplicative with respect to tensor
products.

Theorem 6.30 was proved by Nathanson (2005), and Theorem 6.32 was
proved by Walgate, Short, Hardy, and Vedral (2000).

The equivalence of statements 1, 2, and 3 in Theorem 6.33, as well as
statement 4 for LOCC channels rather than separable channels, was proved
by Nielsen (1999). Nielsen’s proof used the fact that every bipartite pure
state transformation induced by an LOCC channel is also induced by a one-
way LOCC channel, which was proved earlier by Lo and Popescu (2001).
The proof of Theorem 6.38 concerning entanglement distillation and cost
for pure states also appears in the same paper of Nielsen. The equivalence
between statement 4 of Nielsen’s theorem and the first three was proved by
Gheorghiu and Griffiths (2008).

Peres (1996) proposed the computationally efficient partial transpose test
for separability of bipartite density operators; he observed that separable
states are necessarily PPT, and that interesting families of entangled states
were revealed to be entangled through this test. By the Horodecki criterion
(Theorem 6.9) proved shortly after, it follows that the partial transpose test
correctly identifies all entangled state in a tensor product of two complex
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Euclidean spaces, both of dimension 2 or one of dimension 2 and one of
dimension 3, based on work of Stgrmer (1963) and Woronowicz (1976), but
that entangled PPT states in higher dimensions must exist (Horodecki et al.,
1996). The first explicit examples of entangled PPT states were given by P.
Horodecki (1997); the unextendable product set construction of such states
is due to Bennett, DiVincenzo, Mor, Shor, Smolin, and Terhal (1999c¢), who
introduced the notion of an unextendable product set as well as the specific
example given in this chapter. Proposition 6.44 and Theorem 6.45 were
proved by M. Horodecki, P. Horodecki, and R. Horodecki (1998).

As was already mentioned above, the teleportation procedure described
in Example 6.50 is due to Bennett, Brassard, Crepéau, Jozsa, Peres, and
Wootters (1993). The dense coding procedure described in Example 6.55 is
due to Bennett and Wiesner (1992). These procedures have been generalized
in various ways. The general presentation of teleportation and dense coding
in this chapter is based on work of Werner (2001).

The fact that entangled states may induce non-classical correlations was
discovered by Bell in a highly influential 1964 paper (Bell, 1964). The Bell
inequality described in Example 6.61 is due to Clauser, Horn, Shimony, and
Holt (1969). Some entangled states fail to induce non-classical correlations—
this was demonstrated for the special case in which projective measurements
are made on the two parts of a bipartite state by Werner (1989), and for
the general case (allowing arbitrary measurements) by Barrett (2002). The
entangled states constructed by Werner that have this property are among
those described in Example 6.10. Theorem 6.62 is due to Tsirelson (1987).

This chapter has presented just a small part of an extensive body of work
on entanglement. Readers interested in learning more about this topic are
referred to the survey of R. Horodecki, P. Horodecki, M. Horodecki, and
K. Horodecki (2009).

7

Permutation invariance and unitarily invariant measures

This chapter introduces two notions—permutation invariance and unitarily
invariant measures—having interesting applications in quantum information
theory. A state of a collection of identical registers is said to be permutation
invariant if it is unchanged under arbitrary permutations of the contents of
the registers. Unitarily invariant measures are Borel measures, defined for
sets of vectors or operators, that are unchanged by the action of all unitary
operators acting on the underlying space. The two notions are distinct but
nevertheless linked, with the interplay between them offering a useful tool
for performing calculations in both settings.

7.1 Permutation-invariant vectors and operators

This section of the chapter discusses properties of permutation-invariant
states of collections of identical registers. Somewhat more generally, one
may consider permutation-invariant positive semidefinite operators, as well
as permutation-invariant vectors.

It is to be assumed for the entirety of the section that an alphabet > and
a positive integer n > 2 have been fixed, and that Xy, ..., X, is a sequence of
registers, all sharing the same classical state set X. The assumption that the
registers Xy, ..., X, share the same classical state set X allows one to identify
the complex Euclidean spaces A7, .. ., X}, associated with these registers with
a single space X = C>, and to write

X=X ®-- @&, (7.1)

for the sake of brevity.

Algebraic properties of states of the compound register (Xi,...,X,,) that
relate to permutations and symmetries among the individual registers will
be a primary focus of the section.
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X1 Xz X3 X4
P1 P2 p3 P4
P4 P1 P2 P3
Xy Xo X3 Xy

Figure 7.1 The action of the operator W, on a register (Xi,Xz,Xs,X4)
when m = (1 2 3 4). If the register (Xi,Xa,Xs,X4) was initially in the
product state p = p1 ® p2 ® p3 ® p4, and the contents of these registers were
permuted according to 7 as illustrated, the resulting state would then be
given by WrpWZ* = ps ® p1 ® p2 ® p3. For non-product states, the action
of Wy is determined by linearity.

7.1.1 The subspace of permutation-invariant vectors

Within the tensor product space
X=X ® - QX,, (7.2)

some vectors are unchanged under all permutations of the tensor factors
Xy, ..., X,. The set of all such vectors forms a subspace that is known as
the symmetric subspace. A more formal description of this subspace will be
given shortly, following a short discussion of those operators that represent
permutations among the tensor factors of the space (7.2).

Permutations of tensor factors

Define a unitary operator W, € U(X®"), for each permutation & € S, by
the action

Wﬂ—(ml X ® mn) =Tr-1(1) @ @ Tp—1(p) (7.3)

for every choice of vectors z1,...,z, € X. The action of the operator W,
when considered as a channel acting on a state p as

p— WepWr, (7.4)

corresponds to permuting the contents of the registers Xi,...,X, in the
manner described by 7. Figure 7.1 depicts an example of this action.
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One may observe that
WiW, =Wro and W,'=W:=W,1 (7.5)

for all permutations 7,0 € S,,. Each operator W is a permutation operator,
in the sense that it is a unitary operator with entries drawn from the set
{0,1}, and therefore one has

Wy =W, and WI =W} (7.6)

for every m € S,,.

The symmetric subspace

As suggested above, some vectors in X®" are invariant under the action of
W for every choice of m € S, and it holds that the set of all such vectors
forms a subspace known as the symmetric subspace. This subspace will be
denoted X9", which is defined in more precise terms as

X" ={r € X®" : x = Wya for every m € Sy, }. (7.7)

This space may alternatively be denoted X1 @- - - @ X,, when it is useful to do
so. (The use of this notation naturally assumes that Xi,..., X, have been
identified with a single complex Euclidean space X.)

The following proposition serves as a convenient starting point from which
other facts regarding the symmetric subspace may be derived.

Proposition 7.1 Let X be a compler Fuclidean space and n a positive
integer. The projection onto the symmetric subspace X9" is given by
1
Hyon = = > W (7.8)
TESH
Proof Using the equations (7.5), one may verify directly that the operator
1
= > W (7.9)

" meSy

is Hermitian and squares to itself, implying that it is a projection operator.
It holds that W,II = II for every m € S,,, implying that

im(IT) € xX9". (7.10)
On the other hand, for every x € X9" it is evident that Ilz = z, implying
X9 C im(1I). (7.11)

As I is a projection operator that satisfies im(II) = X®", the proposition is
proved. O
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An orthonormal basis for the symmetric subspace X®" will be identified
next, and in the process the dimension of this space will be determined. It
is helpful to make use of basic combinatorial concepts for this purpose.

First, for every alphabet > and every positive integer n, one defines the
set Bag(n,X) to be the collection of all functions of the form ¢ : ¥ — N
(where N = {0,1,2,...}) possessing the property

> ¢(a) =n. (7.12)
aEX
Each function ¢ € Bag(n,X) may be viewed as describing a bag containing
a total of n objects, each labeled by a symbol from the alphabet 3. For each
a € 3, the value ¢(a) specifies the number of objects in the bag that are
labeled by a. The objects are not considered to be ordered within the bag—it
is only the number of objects having each possible label that is indicated by
the function ¢. Equivalently, a function ¢ € Bag(n,>) may be interpreted
as a description of a multiset of size exactly n with elements drawn from X.
An n-tuple (a1,...,a,) € X" is consistent with a function ¢ € Bag(n,X)
if and only if

Pla) = {k e {1,...,n} : a=ay}| (7.13)

for every a € ¥. In words, (ai,...,a,) is consistent with ¢ if and only if
(a1,...,ay) represents one possible ordering of the elements in the multiset
specified by ¢. For each ¢ € Bag(n,X), the set Eg is defined as the subset of
3" containing those elements (ay,...,a,) € X" that are consistent with ¢.
This yields a partition of X", as each n-tuple (a,...,a,) € X" is consistent
with precisely one function ¢ € Bag(n, ). For any two n-tuples

(s yan), (br,... ba) € 30 (7.14)

that are consistent with the same function ¢ € Bag(n,X), there must exist
at least one permutation 7 € .S,, for which

(al,.,.7an) = (b’]'r(l)7"'?b7\"(n))‘ (7.15)
The number of distinct functions ¢ € Bag(n,X) is given by the formula
| +n—-1
B IIES 1
Bag(n, 2) ( o) (7.16)

and for each ¢ € Bag(n,X) the number of distinct n-tuples within the subset
@ is given by
n!

== ooy

(7.17)
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As the following proposition establishes, an orthonormal basis for the
symmetric subspace X" may be obtained through the notions that were
just introduced.

Proposition 7.2 Let X be an alphabet, let n be a positive integer, and let
X = C*. Define a vector uy € X" for each ¢ € Bag(n,Y) as

w6=5577 Y ew®- ®e,. (7.18)
(al,...,an)ezg
The collection
{ug : ¢ € Bag(n, %)} (7.19)
is an orthonormal basis for X9,

Proof It is evident that each vector ug is a unit vector. Moreover, for each
choice of ¢, € Bag(n,X) with ¢ # ¢, it holds that

oINED = o, (7.20)

and therefore (ug,uy) = 0, as each element (ay,...,a,) € E" is consistent
with precisely one element of Bag(n, ). It therefore holds that (7.19) is an
orthonormal set. As each vector u, is invariant under the action of W for
every m € Sy, it holds that

ug € X" (7.21)

for every ¢ € Bag(n,X).
To complete the proof, it remains to prove that the set

{ug : ¢ € Bag(n,X)} (7.22)

spans all of X©" This fact follows from the observation that, for every
n-tuple (a1, ...,a,) € X", it holds that
yon(eq ® - ®eq,)

1 _1
= Z; W,r(ea1®-~-®ean):|2$| Zug,
TESH

(7.23)

for the unique element ¢ € Bag(n,X) with which the n-tuple (aq,...,a,) is
consistent. |
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Corollary 7.3 Let X be a complex Euclidean space and let n be a positive
integer. It holds that

) dim(X) +n—1 dim(X) +n—1
dim (Xx9") = = . .24

i ) ( dim(Xx) — 1 > ( n (7:24)
Example 7.4 Suppose ¥ = {0,1}, X = C*, and n = 3. The following
four vectors form an orthonormal basis of X®3:

Uy = €9 X eg K ey

1
up = —=(eg@eg@e1+eog®er ®ep+ e ® ey ep)

V3

1 (7.25)
Uy = %(60@)61@61+61®60®61+61®61®60)
us =e1 ®e; Rey.
Tensor power spanning sets for the symmetric subspace
It is evident that the inclusion
@ e xOn (7.26)

holds for every vector v € X. The following theorem demonstrates that the
symmetric subspace X©" is, in fact, spanned by the set of all vectors having
this form. This fact remains true when the entries of v are restricted to finite
subsets of C, provided that those sets are sufficiently large.

Theorem 7.5 Let ¥ be an alphabet, let n be a positive integer, and let
X = C*. For any set A C C satisfying |A| > n + 1 it holds that

span{v®" NS AE} = o (7.27)

Theorem 7.5 can be proved in multiple ways. One proof makes use of the
following elementary fact concerning multivariate polynomials.

Lemma 7.6 (Schwartz—Zippel) Let P be a multivariate polynomial, with
variables Z1, ..., Zy and complex number coefficients, that is not identically
zero and has total degree at most n, and let A C C be a nonempty, finite set
of complex numbers. It holds that

H(a1,...,om) € A™ ¢ Plag,... o) =0} < nlA™ (7.28)

Proof The lemma is trivial in the case that |A4| < n, so it will be assumed
that |A| > n+1 for the remainder of the proof, which is by induction on m.
When m = 1, the lemma follows from the fact that a nonzero, univariate
polynomial with degree at most n can have at most n roots.
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Under the assumption that m > 2, one may write
n
P(Z1,. Zm) =Y Qu(Z1, .. Zm1) ZE, (7.29)
k=0

for Qo,...,Q, being complex polynomials in variables Z1,...,Z,,_1, and
with the total degree of Q) being at most n — k for each k € {0,...,n}. Fix
k to be the largest value in the set {0,...,n} for which Qy, is nonzero. Given
that P is nonzero, there must exist such a choice of k.

As @y, has total degree at most n — k, it follows from the hypothesis of
induction that

{(ar, s am1) € A1 2 Qrlan, ... 1) # 0}
> A" = (n = k)A™2,

For each choice of (a,...,an_1) € A" for which Qx(aq,...,am_1) #0,
it holds that

(7.30)

k
P(al,...7am_1,Zm) = ZQj(al,...,am_l)Zﬂn (731)
7=0

is a univariate polynomial of degree k in the variable Z,,, implying that
there must exist at least |.4| — k choices of a,, € A for which

Plai,...,am) #0. (7.32)

It follows that there are at least
(A" = (n = K)A™ ) (JA] — k) =A™ = n|A™ (7.33)
distinct m-tuples (ai,...,ay,) € A™ for which P(ay,...,q,) # 0, which
completes the proof of the lemma. O

Remark Although it is irrelevant to its use in proving Theorem 7.5, one
may observe that Lemma 7.6 holds for P being a multivariate polynomial
over any field, not just the field of complex numbers. This fact is established
by the proof above, which has not used properties of the complex numbers
that do not hold for arbitrary fields.

Proof of Theorem 7.5 For every choice of a permutation m € S, and a
vector v € C¥, it holds that

Wro®™ = v, (7.34)
It follows that v®" € X9" and therefore

span{v®" : v € A} C X", (7.35)
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To prove the reverse inclusion, let w € X" be any nonzero vector, and
write

w = Z Qe (7.36)
¢E€Bag(n,X)

for some collection of complex number coefficients {ay : ¢ € Bag(n,X)},
with each vector ug being defined as in (7.18). It will be proved that

(w,v¥") #0 (7.37)

for at least one choice of a vector v € A*¥. The required inclusion follows
from this fact, for if the containment (7.35) were proper, it would be possible
to choose w € X®" that is orthogonal to v®" for every v € A”.

For the remainder of the proof it will be assumed that A is a finite set,
which causes no loss of generality, for if A were infinite, one could restrict
their attention to an arbitrary finite subset of A having size at least n + 1,
yielding the desired inclusion.

Define a multivariate polynomial

Q= Y ag /=l zw (7.38)

$eBag(n,X) acy

in a collection of variables {Z, : a € £}. As the monomials

IT z¢@ (7.39)

a€y

are distinct as ¢ ranges over the elements of Bag(n,Y), with each monomial
having total degree n, it follows that @ is a nonzero polynomial with total
degree n. A calculation reveals that

Q(v) = (w,v™") (7.40)

for every vector v € C*, where Q(v) refers to the complex number obtained
by the substitution of the value v(a) for the variable Z, in @ for each a € X.
As @ is a nonzero multivariate polynomial with total degree n, it follows
from the Schwartz—Zippel lemma (Lemma 7.6) that Q(v) = 0 for at most

n] A=t < | A (7.41)

choices of vectors v € A%, implying that there exists at least one vector
v € A* for which (w,v®") # 0, completing the proof. O
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The anti-symmetric subspace

Along similar lines to the symmetric subspace X®™ of the tensor product
space X®", one may define the anti-symmetric subspace of the same tensor
product space as

XO" = {x € X®" : Wz = sign(r)z for every 7 € Sy, }. (7.42)

The short discussion on the anti-symmetric subspace that follows may, for
the most part, be considered as an aside; with the exception of the case in
which n = 2, the anti-symmetric subspace does not play a significant role
elsewhere in this book. It is, nevertheless, natural to consider this subspace
along side of the symmetric subspace. The following propositions establish
a few basic facts about the anti-symmetric subspace.

Proposition 7.7 Let X be a compler Fuclidean space and n a positive
integer. The projection onto the anti-symmetric subspace X" is given by

1 .
Myon = o > sign(m) Wi (7.43)
TESH

Proof The proof is similar to the proof of Proposition 7.1. Using (7.5), along
with the fact that sign(w)sign(o) = sign(wo) for every choice of 7,0 € Sy,
it may be verified that the operator

1 .
In= o ZS; sign(m)Wr (7.44)
TES

is Hermitian and squares to itself, implying that it is a projection operator.
For every 7 € .S, it holds that

W, Il = sign(m)II, (7.45)
from which it follows that
im(IT) C X", (7.46)
For every vector z € X®"_ it holds that Iz = x, implying that
X0 C im(II). (7.47)

As TI is a projection operator satisfying im(IT) = X®", the proposition is
proved. O
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When constructing an orthonormal basis of the anti-symmetric subspace
X0 for X = C*, it is convenient to assume that a total ordering of ¥ has
been fixed. For every n-tuple (ay,...,a,) € X" for which a3 < --- < ap,
define a vector

1
Ugyam = —— Z sign(m)Wr(eq, ® -+ ® eq,,)- (7.48)
\/m TESn
Proposition 7.8 Let ¥ be an alphabet, let n > 2 be a positive integer,
let X = C®, and define Uay,....an € X" for each n-tuple (a1, ...,a,) € X"
satisfying a1 < -++ < ap, as in (7.48). The collection

{ual,...,an : ((11, .. -7an) S Zn, a; < - < (ln} (749)
is an orthonormal basis for XO".

Proof Each vector uq,,. 4, is evidently a unit vector, and is contained
in the space X®". For distinct n-tuples (a,...,a,) and (by,...,b,) with
a1 < ---<apand by <--- < b, it holds that

<ua11---,an’ubl,-u;bn> =0, (7'50)

as these vectors are linear combinations of disjoint sets of standard basis
vectors. It therefore remains to prove that the collection (7.49) spans X®7.

For any choice of distinct indices j,k € {1,...,n}, and for (5 k) € S,
being the permutation that swaps j and k, leaving all other elements of
{1,...,n} fixed, one has

Wi yon = —Iyen = Hyen W; ). (7.51)

Consequently, for any choice of an n-tuple (a1, ..., a,) € X" for which there
exist distinct indices j,k € {1,...,n} for which a; = ay, it holds that

Myon(ca; ® - @ €q,) = Myon W, iy (€a; ® - @ €ay,)

(7.52)
= —Iyon(€a, ® - D €q,,),
and therefore
Myon(eq, ® - ®eq,) =0. (7.53)
On the other hand, if (aq,...,a,) € X" is an n-tuple for which aq,...,a,
are distinct elements of X, it must hold that
(aﬂ(l),.. .,aﬁ(n)) = (bl,.. ,bn) (754)

for some choice of a permutation = € S,, and an n-tuple (b1,...,b,) € X"
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satisfying b1 < --- < b,,. One therefore has

Myon(ea, @ ® €q,) = MyonWeley, @ -+ @ ep,)

. sign(m (7.55)
= sign(m)yon(ep, @ -+ Rep,) = Bn( )Ubl,“.,bn-

Jl

It therefore holds that
im(ITyon) C span{ua,, . a, : (a1,...,0,) €X", a1 <--- < an}, (7.56)
which completes the proof. O

By the previous proposition, one has that the dimension of the anti-
symmetric subspace is equal to the number of n-tuples (a1,...,a,) € X"
satisfying a; < --- < ap. This number is equal to the number of subsets of
> having n elements.

Corollary 7.9 Let X be a complex Euclidean space and let n be a positive

integer. It holds that
im(X
dim (X°") = (dm;( )>. (7.57)

7.1.2 The algebra of permutation-invariant operators

By its definition, the symmetric subspace X®" includes all vectors z € X®"
that are invariant under the action of W for each = € S,,. One may consider
a similar notion for operators, with the action = — Wz being replaced by
the action

X o W XW? (7.58)

for each X € L(X®"). The notation L(X)®" will be used to denote the set
of operators X that are invariant under this action:

L(X)9" = {X e L(X®") : X = W,XW} for all 7 € S,,}. (7.59)

Similar to the analogous notion for vectors, one may denote this set as
L(X1) @--- @L(AX,) when it is convenient to do this, under the assumption
that the spaces X1, ..., &), have been identified with a single space X.

Assuming that X, ..., X, are registers sharing the same classical state set
¥, and identifying each of the spaces X1, ..., &, with X = C¥, one observes
that the density operator elements of the set L(X)®" represent states of the
compound register (Xi,...,X,) that are invariant under all permutations of
the registers Xy, ..., X,. Such states are said to be exchangeable.
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Algebraic properties of the set L(X)®", along with a relationship between
exchangeable states and permutation-invariant vectors, are described in the
subsections that follow.

Vector space structure of the permutation-invariant operators

The notation L(X)®" is a natural choice for the space of all permutation-
invariant operators; if one regards L(X) as a vector space, then L(X)®"
indeed coincides with the symmetric subspace of the tensor product space
L(X)®". The next proposition formalizes this connection and states some
immediate consequences of the results of the previous section.

Proposition 7.10 Let X be a complex Euclidean space, let n be a positive
integer, and let X € L(X®"). The following statements are equivalent:

1. X e L(x)on.
2. For V € U(X®" @ X®" (X @ X)®") being the isometry defined by the
equation
Vvee(Y1® - ®Y,) =vec(Y1) @ - @ vec(Yy,) (7.60)

holding for all Y1,...,Y, € L(X), one has that
Vvec(X) € (X @ X)¥™. (7.61)
3. X espan{Y®" : Y € L(X)}.
Proof For each permutation 7w € S,,, let
Ur € U((X ® X)%™) (7.62)
be the unitary operator defined by the equation
Un(01 ® - @ wp) = Wr-1(1) @+ @ Wr—1(p) (7.63)

holding for all vectors wq, ..., w, € X ® X. Each operator U, is analogous
to Wi, as defined in (7.3), but with the space X replaced by X ® X. It holds
that

Ur =V (Wy @ Wy)V* (7.64)

for every m € S, from which one may conclude that the first and second
statements are equivalent.
Theorem 7.5 implies that

V vec(X) € (X ® X)O" (7.65)

402 Permutation invariance and unitarily invariant measures

if and only if

V vec(X) € span{vec(Y)®" : Y € L(X)}. (7.66)
The containment (7.66) is equivalent to
vec(X) € span{vec(Y®") : Y € L(X)}, (7.67)
which in turn is equivalent to
X € span{Y®" : Y € L(X)}. (7.68)
The second and third statements are therefore equivalent. O

Theorem 7.11 Let X be a complexr Euclidean space and let n be a positive
integer. It holds that

L(X)?" = span{U®" : U € U(X)}. (7.69)
Proof Let X be the alphabet for which X = C*, and let
D = Diag(u) (7.70)

be a diagonal operator, for an arbitrary choice of v € X. It holds that
u®" € X9 50 by Theorem 7.5 one has that

u®" € span{v®" : v € ™, (7.71)

for T={a € C : |a| = 1} denoting the set of complex units. It is therefore
possible to write

u® =" Bo” (7.72)

bel

for some choice of an alphabet T', vectors {v;, : b € T'} € T*, and complex
numbers {f, : b € I'} C C. It follows that

D =" U™ (7.73)
bel

for Uy € U(X) being the unitary operator defined as
Ub = Diag(vb) (7.74)

for each b € T.

Now, for an arbitrary operator A € L(X), one may write A = VDW
for V,W € U(X) being unitary operators and D € L(X) being a diagonal
operator, by Corollary 1.7 (to the singular value theorem). Invoking the
argument above, one may assume that (7.73) holds, and therefore

AZ =" B (VU,W)®", (7.75)
bel
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for some choice of an alphabet T', complex numbers {f, : b € T'} C C,
and diagonal unitary operators {U, : b € I'}. As VU,W is unitary for each
b €T, one has

A®" € span{U®" : U € U(X)}, (7.76)
so by Proposition 7.10 it follows that
L(X)9" C span{U®" : U € U(X)}. (7.77)

The reverse containment is immediate, so the theorem is proved. O

Symmetric purifications of exchangeable density operators

A density operator p € D(X®") is exchangeable if and only if p € L(X)9",
which is equivalent to

p=WrpWy (7.78)

for every permutation m € S,. In operational terms, an exchangeable state
p of a compound register (Xi,...,X,), for n identical registers Xy, ..., X,
is one that does not change if the contents of these n registers are permuted
in an arbitrary way.

For every symmetric unit vector u € X9", one has that the pure state
uu* is exchangeable, and naturally any convex combination of such states
must be exchangeable as well. In general, this does not exhaust all possible
exchangeable states. For instance, the completely mixed state in D(X®") is
exchangeable, but the image of the density operator corresponding to this
state is generally not contained within the symmetric subspace.

There is, nevertheless, an interesting relationship between exchangeable
states and symmetric pure states, which is that every exchangeable state can
be purified in such a way that its purification lies within a larger symmetric
subspace, in the sense described by the following theorem.

Theorem 7.12 Let ¥ and T be alphabets with |T'| > |Z| and let n be a
positive integer. Also let Xq,..., X, be registers, each having classical state
set X3, let Y1,...,Y, be registers, each having classical state set T, and let
p EDXI® - ®X,) be an exchangeable density operator. There exists a
unit vector

ue X @N) @ - @ (X, @ V) (7.79)
such that
(uu™)[X1, ..., Xu] = p. (7.80)
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Proof Let A € U(C*,Cl) be an arbitrarily chosen isometry, which one may
regard as an element of U(Xy, Vi) for any choice of k € {1,...,n}. Also let

Vel 0X) oM@ - &),
(XY@ & (X ®In))
be the isometry defined by the equation
Vvec(B1 ® - ® By) =vec(B1) ® - - - @ vec(By,), (7.82)
holding for all choices of By € L(Y1, X1), ..., By € L(Yy, Ay). Equivalently,
this isometry is defined by the equation
V(1@ @20) @ (11 @+ @ Yn))
=(@1®0y1) ® @ (Tn @ Yn),

holding for all vectors x1 € X1,...,z, € X, and y1 € V1,...,Yn € V.
Consider the vector

u="Vvec(\/p(A"® - @A) e (X1QN) @ @ (X, ®@Vn). (7.84)

A calculation reveals that

(7.81)

(7.83)

(wu™)[X1, ..., Xp] = p, (7.85)

and so it remains to prove that u is symmetric. Because p is exchangeable,
one has

* 2 *
for every permutation 7 € S,,, and therefore
Wa /W2 = (7.87)

by the uniqueness of the square root. By Proposition 7.10, it therefore holds
that

Vp €span{Y®" : Y € L(C¥)}. (7.88)
Consequently, one has
u € span{Vvec((YA*)®n) 1Y e L(CE)}, (7.89)
and therefore
u € span{vec(YA*)@L 1Y e L((CZ)}. (7.90)
From this containment it is evident that
wE (X RN D @ (X W), (7.91)
which completes the proof. O
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Von Neumann’s double commutant theorem

To establish further properties of the set L(X)®", particularly ones relating
to the operator structure of its elements, it is convenient to make use of a
theorem known as von Neumann’s double commutant theorem. This theorem
is stated below, and its proof will make use of the following lemma.

Lemma 7.13 Let X be a complex Fuclidean space, let V C X be a subspace
of X, and let A € L(X) be an operator. The following two statements are
equivalent:

1. It holds that both AV CV and A*V C V.
2. It holds that [A,T1y] = 0.

Proof Assume first that statement 2 holds. If two operators commute, then
their adjoints must also commute, and so one has the following for every
vector v € V:

Av = Allyv = [y Av € V,

7.92
A*v = A'Tlyv = Iy A*v e V. (7.92)
It has been proved that statement 2 implies statement 1.
Now assume statement 1 holds. For every v € V, one has
Iy Av = Av = Allyw, (7.93)

by virtue of the fact that Av € V. For every w € X with w L V, it must
hold that

(v, Aw) = (A"v,w) =0 (7.94)
for every v € V, following from the assumption A*v € V, and therefore
Aw 1 V. Consequently,

As every vector u € X may be written as u = v 4w for some choice of v € V
and w € X with w L V, equations (7.93) and (7.95) imply

for every vector u € X, and therefore II)yA = AIly,. It has been proved that
statement 1 implies statement 2, which completes the proof. O

Theorem 7.14 (Von Neumann’s double commutant theorem) Let A be
a self-adjoint, unital subalgebra of L(X), for X being a complex Euclidean
space. It holds that

comm(comm(A)) = A. (7.97)

406 Permutation invariance and unitarily invariant measures
Proof 1t is immediate from the definition of the commutant that
A C comm(comm(.A)), (7.98)

and so it remains to prove the reverse inclusion.
The key idea of the proof will be to consider the algebra L(X ® X), and
to make use of its relationships with L(X). Define B C L(X ® X) as

B={X®1:XecA} (7.99)

and let ¥ be the alphabet for which X = C*. Every operator Y € L(X ® X)
may be written as

Y=Y Y. ®Eqy (7.100)
a,bex

for a unique choice of operators {Y, : a,b € £} C L(X). The condition
Y(X®1)=(X®1)Y, (7.101)

for any operator X € L(X) and any operator Y having the form (7.100), is
equivalent to [Y; 4, X] = 0 for every choice of a,b € ¥, and so it follows that

comm(B) = { > Yoy ®Eqp : {Yap s a,bE X} C comm(.A)}. (7.102)
a,bES

For a given operator X € comm(comm(A)), it is therefore evident that

X ®1 € comm(comm(B)). (7.103)
Now, define a subspace V C X ® X as
V= {vec(X) : X € A}, (7.104)
and let X € A be chosen arbitrarily. It holds that

Xe1)ycy, (7.105)

owing to the fact that A is an algebra. As A is self-adjoint, it follows that
X* € A, and therefore

(X*e1)y . (7.106)
Lemma 7.13 therefore implies that
[X @ 1,IIy] = 0. (7.107)

As X € A was chosen arbitrarily, it follows that II, € comm(B).
Finally, let X € comm(comm(.A)) be chosen arbitrarily. As was argued
above, the inclusion (7.103) therefore holds, from which the commutation
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relation (7.107) follows. The reverse implication of Lemma 7.13 implies the
containment (7.105). In particular, given that the subalgebra A is unital,
one has vec(1) € V, and therefore

vee(X) = (X @ 1) vec(l) € V, (7.108)
which implies X € A. The containment
comm(comm(A)) C A (7.109)

has therefore been proved, which completes the proof. O

Operator structure of the permutation-invariant operators

With von Neumann’s double commutant theorem in hand, one is prepared
to prove the following fundamental theorem, which concerns the operator
structure of the set L(X)®".

Theorem 7.15 Let X be a complexr Fuclidean space, let n be a positive
integer, and let X € L(X®™) be an operator. The following statements are
equivalent:

1. It holds that [X,Y®"| =0 for all Y € L(X).
2. It holds that [X,U®"] =0 for all U € U(X).
3. It holds that

X =) u(mWs (7.110)
TESh

for some choice of a vector u € Cn.

Proof By Proposition 7.10 and Theorem 7.11, together with the bilinearity
of the Lie bracket, the first and second statements are equivalent to the
inclusion

X € comm(L(X)9™). (7.111)
For the set A C L(X®") defined as

A= { S u(mWy s ue (CS"}, (7.112)

TESH

one has that the third statement is equivalent to the inclusion X € A. To
prove the theorem, it therefore suffices to demonstrate that

A = comm (L(X)9"). (7.113)

For any operator Z € L(X®"), it is evident from an inspection of (7.59)
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that Z € L(X)9" if and only if [Z, W,] = 0 for each 7 € S,,. Again using
the bilinearity of the Lie bracket, it follows that

L(X)9" = comm(A). (7.114)

Finally, one observes that the set .4 forms a self-adjoint, unital subalgebra
of L(X®"). By Theorem 7.14, one has

comm (L(X)9") = comm(comm(A)) = A, (7.115)

which establishes the relation (7.113), and therefore completes the proof. [

7.2 Unitarily invariant probability measures

Two probability measures having fundamental importance in the theory of
quantum information are introduced in the present section: the wuniform
spherical measure, defined on the unit sphere S(X), and the Haar measure,
defined on the set of unitary operators U(X), for every complex Euclidean
space X. These measures are closely connected, and may both be defined in
simple and concrete terms based on the standard Gaussian measure on the
real line (q.v. Section 1.2.1).

7.2.1 Uniform spherical measure and Haar measure

Definitions and basic properties of the uniform spherical measure and Haar
measure are discussed below, starting with the uniform spherical measure.

Uniform spherical measure

Intuitively speaking, the uniform spherical measure provides a formalism
through which one may consider a probability distribution over vectors in
a complex Euclidean space that is uniform over the unit sphere. In more
precise terms, the uniform spherical measure is a probability measure pu,
defined on the Borel subsets of the unit sphere S(X') of a complex Euclidean
space X, that is invariant under the action of every unitary operator:

1(A) = pUA) (7.116)

for every A € Borel(S(X)) and U € U(X).! One concrete way of defining
such a measure is as follows.

1 Indeed, the measure y is uniquely determined by these requirements. The fact that this is so
will be verified through the use of the Haar measure, which is introduced below.
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Definition 7.16 Let X be an alphabet, let {X, : a € 3} U{Y, : a € X}
be a collection of independent and identically distributed standard normal
random variables, and let X = C*. Define a vector-valued random variable
Z, taking values in X, as

Z =Y (Xa+iYa)eq. (7.117)
acex

The uniform spherical measure p on S(X) is the Borel probability measure
u: Borel(S(X)) — [0,1] (7.118)

defined as
u(A) =Pr(az € A for some a > 0) (7.119)

for every A € Borel(S(X)).

The fact that the uniform spherical measure p is a well-defined Borel
probability measure follows from three observations. First, one has that

{x € X : ax € Afor some a > 0} = cone(A)\{0} (7.120)

is a Borel subset of X for every Borel subset A of S(X'), which implies that
1 is a well-defined function. Second, if A and B are disjoint Borel subsets
of S(X), then cone(A)\{0} and cone(B)\{0} are also disjoint, from which it
follows that p is a measure. Finally, it holds that

W(S(X)) =Pr(Z £0) =1, (7.121)

and therefore y is a probability measure.

It is evident that this definition is independent of how one might choose
to order the elements of the alphabet 3. For this reason, the fundamentally
interesting properties of the uniform spherical measure defined on S(X) will
follow from the same properties of the uniform spherical measure on S(C").
In some cases, restricting one’s attention to complex Euclidean spaces of the
form C™ will offer conveniences, mostly concerning notational simplicity, that
will therefore cause no loss of generality.

The unitary invariance of the uniform spherical measure follows directly
from the rotational invariance of the standard Gaussian measure, as the
proof of the following proposition reveals.

Proposition 7.17 For every complexr Euclidean space X, the uniform
spherical measure p on S(X) is unitarily invariant:

H(UA) = u(A) (7.122)
for every A € Borel(S(X)) and U € U(X).
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Proof Assume that 3 is the alphabet for which X = C*, and let
{Xe :aeX}U{Y, : a € X} (7.123)

be a collection of independent and identically distributed standard normal
random variables. Define vector-valued random variables X and Y, taking
values in R, as

X =Y Xsea and Y =) Yieq, (7.124)
acy acx
so that the vector-valued random variable Z referred to in Definition 7.16
may be expressed as Z = X + Y. To prove the proposition, it suffices to
observe that Z and UZ are identically distributed for every unitary operator
U € U(X), for then one has that

w(UTA) = Pr(aUZ € A for some o > 0)

7.12
=Pr(aZ € A for some a > 0) = p(A) (7.125)

for every Borel subset A of S(X).
To verify that Z and UZ are identically distributed, for any choice of a

unitary operator U € U(X), note that
RUZ)\  (RU) —SU)\ (R(Z)
(S(UZ)) B (% U) RU) ) <3(2)>

(7.126)

where R(-) and &(-) denote the entry-wise real and imaginary parts of
operators and vectors, as a calculation reveals. The operator

(m(U) —3(U)>

W) RO) (7.127)

is an orthogonal operator, while the vector-valued random variable X @Y is
distributed with respect to the standard Gaussian measure on R* ®R*, and
is therefore invariant under orthogonal transformations. It therefore follows
that

Xa&Y and RUZ)®IUZ) (7.128)

identically distributed, which implies that Z and UZ are also identically
distributed. O
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Haar measure

Along similar lines to the uniform spherical measure, a unitarily invariant
Borel probability measure 1, known as the Haar measure,? may be defined
on the set of unitary operators U(X) acting on given complex Euclidean
space X. More specifically, this measure is invariant with respect to both
left and right multiplication by every unitary operator:

n(UA) =n(A) = n(AU) (7.129)
for every choice of A € Borel(U(&X)) and U € U(X).
Definition 7.18 Let ¥ be an alphabet, let X = C>, and let
{Xap : a,0€eZYU{Y,p 1 a,be X} (7.130)

be a collection of independent and identically distributed standard normal
random variables. Define an operator-valued random variable Z, taking
values in L(X), as

Z=>" (Xap+iYap)Eayp (7.131)
a,bex

The Haar measure n on U(X) is the Borel probability measure
7 : Borel(U(X)) — [0, 1] (7.132)
defined as
n(A) =Pr(PZ € A for some P € Pd(X)) (7.133)
for every A € Borel(U(X)).

As the following theorem states, the Haar measure, as just defined, is
indeed a Borel probability measure.

Theorem 7.19 Let n : Borel(U(X)) — [0,1] be as in Definition 7.18,
for any choice of a complex Euclidean space X. It holds that n is a Borel
probability measure.

Proof For every A € Borel(U(X)), define a set R(A) C L(X) as
R(A)={QU : Q € Pd(X), U € A}. (7.134)

For any operator X € L(X), one has that PX € A for some P € Pd(X) if
and only if X € R(A). To prove that 7 is a Borel measure, it therefore suffices

2 The term Haar measure often refers to a more general notion, which is that of a measure
defined on a certain class of groups that is invariant under the action of the group on which it
is defined. The definition presented here is a restriction of this notion to the group of unitary
operators acting on a given complex Euclidean space.
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to prove that R(A) is a Borel subset of L(X) for every A € Borel(U(X)),
and that R(A) and R(B) are disjoint provided that .4 and B are disjoint.
The first of these requirements follows from the observation that the set
Pd(X) x A is a Borel subset of Pd(X) x U(X), with respect to the product
topology on the Cartesian product of these sets, together with the fact that
operator multiplication is a continuous mapping.
For the second requirement, one observes that if

Qolo = QU1 (7.135)

for some choice of Qp, Q1 € Pd(X) and Uy, U; € U(X), then it must hold
that Qo = @1V for V being unitary. Therefore

Q= VV'Qi=Qi, (7.136)

which implies that Q9 = Q1 by the fact that positive semidefinite operators
have unique square roots. It therefore holds that Uy = U;. Consequently, if
R(A) NR(B) is nonempty, then the same is true of AN B.

It remains to prove that 7 is a probability measure. Assume that X is the
alphabet for which X = C¥, let

{Xap : a,b€SYU{Yoy ¢ a,be X} (7.137)

be a collection of independent and identically distributed standard normal
random variables, and define an operator-valued random variable

Z="Y (Xap+iYap)Eap, (7.138)
a,bex
as in Definition 7.18. It holds that PZ € U(X) for some positive definite
operator P € Pd(X) if and only if Z is nonsingular, and therefore

n(U(X)) = Pr(Det(Z) # 0). (7.139)

An operator is singular if and only if its column vectors form a linearly
dependent set, and therefore Det(Z) = 0 if and only if there exists a symbol
b € ¥ such that

Z(me +iYop)eq € span{Z(Xaﬁc +iY,c)eq  c€ E\{b}} (7.140)
D)) acy

The subspace referred to in this equation is necessarily a proper subspace
of X, because its dimension is at most |¥| — 1, and therefore the event
(7.140) occurs with probability zero. By the union bound, one has that
Det(Z) = 0 with probability zero, as is implied by Proposition 1.17, and
therefore n(U(X)) = 1. O
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The following proposition establishes that the Haar measure is unitary
invariant, in the sense specified by (7.129).

Proposition 7.20 Let X be a complex Euclidean space. The Haar measure
n on U(X) satisfies

n(UA) = n(A) = n(AU) (7.141)
for every A € Borel(U(X)) and U € U(X).
Proof Assume that ¥ is the alphabet for which X = C¥, let

{Xop : a,0€X}U{Y,p : a,be X} (7.142)

be a collection of independent and identically distributed standard normal
random variables, and let

Z=3 (Xap+iYap)Eap, (7.143)
a,bex

as in Definition 7.18.

Suppose that A is a Borel subset of U(X) and U € U(X) is any unitary
operator. To prove the left unitary invariance of n, it suffices to prove that Z
and UZ are identically distributed, and to prove the right unitary invariance
of 7, it suffices to prove that Z and ZU are identically distributed, for then
one has

n(UA) =Pr(U'PZ € Afor some P € Pd(X)) (7.144)
=Pr((U'PU)Z € Afor some P € Pd(X)) = n(A) '
and
n(AU) = Pr(PZU ™" € A for some P € Pd(X)) (7.145)

=Pr(PZ € Afor some P € Pd(X)) = n(A).

The fact that UZ, Z, and ZU are identically distributed follows, through
essentially the same argument as the one used to prove Proposition 7.17,
from the invariance of the standard Gaussian measure under orthogonal
transformations. O

For every complex Euclidean space, one has that the Haar measure 7 on
U(X) is the unique Borel probability measure that is both left and right
unitarily invariant. Indeed, any Borel probability measure on U(X) that is
either left unitarily invariant or right unitarily invariant must necessarily be
equal to the Haar measure, as the following theorem reveals.
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Theorem 7.21 Let X be a complex Euclidean space and let
v : Borel(U(X)) — [0, 1] (7.146)

be a Borel probability measure that possesses either of the following two
properties:

1. Left unitary invariance: v(UA) = v
and all unitary operators U € U(X).

2. Right unitary invariance: v(AU) = v(A) for all Borel subsets A C U(X)
and all unitary operators U € U(X).

(A) for all Borel subsets A C U(X)

It holds that v is equal to the Haar measure n : Borel(U(X)) — [0, 1].

Proof It will be assumed that v is left unitarily invariant; the case in which
v is right unitarily invariant is proved through a similar argument. Let A
be an arbitrary Borel subset of U(X), and let f denote the characteristic
function of A:

1 ifUecA
FU) = {0 I (7.147)
for every U € U(X). One has that
_ / FU) du(U) = / FOVU) du(U) (7.148)

for every unitary operator V € U(X) by the left unitary invariance of v.
Integrating over all unitary operators V with respect to the Haar measure
n yields

:/ f(VU)dy(U)dn(V):/ FVU)dn(V)du(U),  (7.149)

where the change in the order of integration is made possible by Fubini’s
theorem. By the right unitary invariance of Haar measure, it follows that

//f ) dn(V) (U /f Ydn(V) = n(A). (7.150)

As A was chosen arbitrarily, it follows that v = 7, as required. O

The Haar measure and uniform spherical measure are closely related, as
the following theorem indicates. The proof uses the same methodology as
the proof of the previous theorem.
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Theorem 7.22 Let X be a complex FEuclidean space, let p denote the
uniform spherical measure on S(X), and let n denote the Haar measure on
U(X). For every A € Borel(S(X)) and x € S(X), it holds that

w(A) =n({U e U(X) : Uz € A}). (7.151)

Proof Let A be any Borel subset of S(X) and let f denote the characteristic
function of A:

1 ifye A
f(y)—{o ity A (7.152)

for every y € S(X). It holds that

plA) = [ 1) duty) = [ £U) duty) (7153)

for every U € U(X), by the unitary invariance of the uniform spherical
measure. Integrating over all U € U(X) with respect to the Haar measure
and changing the order of integration by means of Fubini’s theorem yields

w ) = [[ 10 dut) @) = [[ 10D @) ). (7.050

Now, for any fixed choice of unit vectors z,y € S(X), one may choose a
unitary operator V' € U(X) for which it holds that Vy = z. By the right
unitary invariance of the Haar measure, one has

[ 1wy an@) = [ fwvy anw) = [ funanw).  (715)

Consequently,
w( ) = [[ 1y an(©) dutw) = [[ 10 dn0) duty)

= '/f(Ua:) dn(U) =n({U € U(X) : Uz € A}),

as required. O

(7.156)

Noting that the proof of the previous theorem has not made use of any
properties of the measure p aside from the fact that it is normalized and
unitarily invariant, one obtains the following corollary.

Corollary 7.23 Let X be a complex Fuclidean space and let
v : Borel(§(X)) — [0,1] (7.157)

be a Borel probability measure that is unitarily invariant: v(UA) = v(A)
for every Borel subset A C S(X). It holds that v is equal to the uniform
spherical measure u : Borel(S(X)) — [0, 1].

416 Permutation invariance and unitarily invariant measures

FEvaluating integrals by means of symmetries

Some integrals defined with respect to the uniform spherical measure or
Haar measure may be evaluated by considering the symmetries present in
those integrals. For example, for ¥ being any alphabet and p denoting the
uniform spherical measure on S(C¥), one has that

/uu*du(u) = % (7.158)

This is so because the operator represented by the integral is necessarily
positive semidefinite, has unit trace, and is invariant under conjugation by
every unitary operator; 1/|%| is the only operator having these properties.

The following lemma establishes a generalization of this fact, providing
an alternative description of the projection onto the symmetric subspace
defined in Section 7.1.1.

Lemma 7.24 Let X be a complex Fuclidean space, let n be a positive
integer, and let p denote the uniform spherical measure on S(X). It holds
that

Myon = dim(X0") / (wu®) " du(w). (7.159)
Proof Let
P = dim(X") / ()" du(w), (7.160)
and note first that
Tr(P) = dim(x®"), (7.161)

as p is a normalized measure.
Next, by the unitary invariance of the uniform spherical measure, one has
that [P,U®"] = 0 for every U € U(X). By Theorem 7.15, it follows that

P=Y v(mW, (7.162)
TESR

for some choice of a vector v € C5». Using the fact that u®" € X@" for
every unit vector u € C*, one necessarily has that

MyonP = P, (7.163)
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which implies

EDIRIAD RIS M DR

n! 0ESh nesn s TESn 0ESK

n' (o) Y W= v(o)yen

€Sy TESR oESH

(7.164)

by Proposition 7.1. By (7.161), one has

> (o) =1, (7.165)

ogESh

and therefore P = Il yen, as required. O

The following example represents a continuation of Example 6.10. Two
channels that have a close connection to the classes of Werner states and
isotropic states are analyzed based on properties of their symmetries.

Example 7.25 Asin Example 6.10, let ¥ be an alphabet, let n = |X]|, and
let X = C*, and recall the four projection operators®

Ao, Ay, Iy, IT; € PI‘OJ(X ® X) (7166)

defined in that example:

1
No== > Eap® Eqp, (7.167)
n
a,bex
1
Ar=101-= > E.,® Eqp, (7.168)
. beZ
1
11, 7§1®1+ > Eup ® Eya, (7.169)
a,bex
1
H1271®1—7 > Ewp®Epq. (7.170)
2 2 :
a,bex

Equivalently, one may write

1 1 1

AQ = E(T ® ]lL(,y))(W) 5 H() = 5]]. & 1 + §W7 (7171)
1 1 1

Ar=1@1- —(T@lw)(W), Th= 11— W, (7.172)

3 Using the notation introduced in Section 7.1.1, one may alternatively write ITop = ITxgx and
II; = IIxpx. The notations g and II; will be used within this example to maintain
consistency with Example 6.10.
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for T(X) = X7 denoting the transpose mapping on L(X) and
W= Eu®FEy,, (7.173)

a,bex
which is the swap operator on X ® X. States of the form
1
(5)°
for A € [0, 1], were introduced in Example 6.10 as isotropic states and Werner

states, respectively.
Now, consider the channel = € C(X ® X) defined as

Al HO

(7.174)

=(X) = /(U @ U)X (U @ U)* dy(U) (7.175)

for all X € L(X ® X), for  denoting the Haar measure on U(X). By the
unitary invariance of Haar measure, one has that [2(X),U ® U] = 0 for
every X € L(X ® X) and U € U(X). By Theorem 7.15 it holds that

E(X) € span{l ® 1, W} = span{Ily, II; }, (7.176)
and it must therefore hold that
E(X) =a(X) I + A(X) 1y (7.177)

for a(X), B(X) € C being complex numbers depending linearly on X. The
channel Z is self-adjoint and satisfies Z(1 ® 1) = 1 ® 1 and Z(W) = W, so
that Z(Ip) = Iy and Z(I1y) = Hl. The following two equations hold:
1
a(X) = (n+1) <H07 '_‘(X)> -
2

(B0 X) = (11, ) -
1 |

)
. - L

It therefore follows that

[1]

(X) = (T, X )Ty + - (T, XTI (7.179)

(2)

It is evident from this expression that, on any density operator input, the

output of = is a Werner state, and moreover every Werner state is fixed by

this channel. The channel = is sometimes called a Werner twirling channel.
A different but closely related channel A € C(X ® X) is defined as

(”?1)

A(X) = / U)X (U eT) dyU) (7.180)

for all X € L(X ® &), where n again denotes the Haar measure on U(X).
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An alternate expression of this channel may be obtained by making use of
the analysis of the channel = presented above. The first step of this process
is to observe that A may be obtained by composing the channel = with the
partial transpose in the following way:

A=,y @T)E (1L @T). (7.181)
Then, using the identities
n+1 1
(]]-L(X) ® T)(HO) = B) Ao + §A1’
"1 1 (7.182)
(ILL(X) ®T)(II;) = — D) Ao + §A17
one finds that
1

On any density operator input, the output of the channel A is an isotropic
state, and moreover every isotropic state is fixed by A. The channel A is
sometimes called an isotropic twirling channel.

It is evident from the specification of the channels = and A that one has
the following expressions, in which ®;; denotes the unitary channel defined
by @(X) = UXU* for each X € L(X):

E € conv{®y @ Py : U € U(X)},

(7.184)
A € conv{®y @ @i : U € U(X)}.

It follows that Z and A are mixed-unitary channels, and LOCC channels as
well. Indeed, both channels can be implemented without communication—
local operations and shared randomness are sufficient.

Finally, for any choice of orthogonal unit vectors u,v € X, the following
equalities may be observed:

, (I uu”™ @ uv™)=

N =

1
Iy, uu*™ @ vo*) = -,
< ) 2 (7.185)
0.

(I, vu* @uu*y =1, (It uu* @ uu®) =
Therefore, for every choice of a € [0, 1], one has

14+a Il 1—a&

E(uu* ® (auu® + (1 — a)ov™)) = - <. (7.186)
2 (5 2 ()
As = is a separable channel and
wt* @ (quu® 4 (1 — a)vv*) € SepD(X : X) (7.187)
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is a separable state, for every « € [0, 1], it follows that the state (7.186) is
also separable. Equivalently, the Werner state

Iy 8]
T e
is separable for all A € [1/2,1]. The partial transpose of the state (7.188) is
22 —1 2\ — 1) Ay
nz—1
Assuming A € [1/2, 1], the state (7.188) is separable, and therefore its partial
transpose is also separable. It follows that the isotropic state
Ay
n?—1

(7.188)

Ao+ (1- (7.189)

Mg+ (1-2)

(7.190)

is separable for all A € [0,1/n].

7.2.2 Applications of unitarily invariant measures

There are many applications of integration with respect to the uniform
spherical measure and Haar measure in quantum information theory. Three
examples are presented below, and some additional examples involving the
phenomenon of measure concentration are presented in Section 7.3.2.

The quantum de Finetti theorem

Intuitively speaking, the quantum de Finetti theorem states that if the state
of a collection of identical registers is exchangeable, then the reduced state
of any comparatively small number of these registers must be close to a
convex combination of identical product states. This theorem will first be
stated and proved for symmetric pure states, and from this theorem a more
general statement for arbitrary exchangeable states may be derived using
Theorem 7.12.

Theorem 7.26 Let ¥ be an alphabet, let n be a positive integer, and let

X1, ..., Xy be registers, each having classical state set 3. Also let
veX Q- QA, (7.191)
be a symmetric unit vector and let k € {1,...,n}. There exists a state
TE conv{(uu*)®k tu € S((CE)} (7.192)
such that
k(% - 1)

[ (o) X, Xe] = 7|, < (7.193)

n+1
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Proof It will be proved that the requirements of the theorem are satisfied
by the operator

Xl-1
= (n ?_Z‘| _| ) ) /((uu*)@’”,vv*)(uu*)@k dp(u), (7.194)
for u denoting the uniform spherical measure on S(C¥). The fact that 7
is positive semidefinite is evident from its definition, and by Lemma 7.24,
together with the assumption v € X} @ - - - @ X, one has that Tr(7) = 1.
For the sake of establishing the bound (7.193), it is convenient to define

_(m4[E] -1
Nm_< =1 > (7.195)

for every nonnegative integer m. The following bounds on the ratio between
N,,—i and N,, hold:

Nopxp n—k+|8-1 n—-k+1

1> - :
- N, n+|X -1 n+1
k41 k(2| —1) (7.196)
><U) 51 KIE[-1)
- n+1 - n+1

For every unit vector u € S ((CZ) and every positive integer m, define a
projection operator

Appy = (uu®)®™, (7.197)
and also define an operator P, € Pos(X; ® --- @ X}) as
Pu = T‘I‘Xk+l®...®)(n <(]1X1®...®Xk ® An,k’u)’UU*> . (7198)

By Lemma 7.24, together with the assumption v € X} @ --- @ X,,, one has
that

v = Np_i, /(1X1®"'®Xk ® Ap_g)vv*dp(u), (7.199)

and therefore
(00") X1, o2 X0 = N / P, dpu(u). (7.200)
This density operator is to be compared with 7, which may be expressed as

=N, / ApuPu Ao dps(u). (7.201)
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The primary goal of the remainder of the proof is to bound the trace norm
of the operator

1 N 1
ank (UU )[Xh cee »Xk] - Ni’rLT - / (Pu - Ak,uPuAk,u) dﬂ(u)» (7202)
as such a bound will lead directly to a bound on the trace norm of
(V) [X1, .., Xg] — 7 (7.203)

The operator identity
A—-BAB=A(1-B)+(1-B)A—-(1-B)A(1 — B), (7.204)

which holds for any two square operators A and B acting on a given space,
will be useful for this purpose. It holds that

/Ak,upu dﬂ(u) = /T‘I‘Xk+l®"'®Xn <An,uvv*> d:“(u)

1 (7.205)
= E(UU*)[XM e ,Xk],
and therefore
1 1 .
/(]1 — Ap)Pudp(u) = (NH - V) (00" [Xese o Xals (7.206)
which implies
1 1
1-Ar.)P = - — . 2
H/( o) P dpa () 1 (ank N) (7.207)
By similar reasoning, one finds that
1 1
P,(1 — Ay, - ). 2
H/ ( k. )du(U) 1 (ank Nn) (7 08)
Moreover, one has
| = 8Pt = A dutw)
1
_ Tr( [0 - LR - A d,u(u)) (7.209)

_ 1&«(/(11 — Apa)Pa du(u)) - (Nj,k - ;,)

and therefore, by the triangle inequality together with the identity (7.204),

it follows that
1 1
< 3( — ) 7.210
1 ank Nn ( )

1, 1
HNn—k (vv*) [ X1, .., Xg] = NnT
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Having established a bound on the trace norm of the operator (7.202), the
theorem follows:

H (m)*)[Xl7 coy Xg] — THI

1

< N,_ XKL, e X = —
< Nk ank(w)[ 1yeeo s Xg] N.T )
n—k NnT Nn—le (7.211)
ank)
<4(1-
<i(-%;
4k —
_ k(== 1)
- n+1
as required. O

Corollary 7.27 (Quantum de Finetti theorem) Let ¥ be an alphabet, let n
be a positive integer, and let Xy, ..., X, be registers sharing the same classical
state set X. For every exchangeable density operator p € D(X1 @ --- @ X))
and every positive integer k € {1,...,n}, there exists a density operator

7 € conv{o® : o € D(C¥)} (7.212)
such that
k(D2 - 1)

o, X~ 7, <

(7.213)

Proof Let Yq,...,Y, be registers, all sharing the classical state set >. By
Theorem 7.12, there exists a symmetric unit vector

VEM AWV Q@ (X, Q V), (7.214)

representing a pure state of the compound register ((X1,Y1),..., Xn, Yn)),
with the property that

(vv™)[X1,..., X,] = p. (7.215)
By Theorem 7.26, there exists a density operator
¢ € conv{(uu*)®* : u e S(C* @ C¥)}, (7.216)
representing a state of the compound register ((X1,Y1),..., (Xg, Yi)), such
that

4k (1Z” - 1)

. (7.217)

H (vv*)[(XhYl)v R (kaYk)} - 6”1 <
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Taking 7 = £[Xq, ..., X, one has that

7 € conv{o®* : o € D(C*)}, (7.218)
and the required bound

HP[XL s 7xk] - THl < ||(UU*)[(X1,Y1), IR} (kaYk)} - 5“1

- 4k(1Z)2 - 1) (7.219)
- n+1
follows by the monotonicity of the trace norm under partial tracing. O

Optimal cloning of pure quantum states

Let ¥ be an alphabet, let n and m be positive integers with n < m, and let

X1, ..., X be registers, all sharing the same classical state 3. In the task of
cloning, one assumes that the state of (X1,...,X;,) is given by
PP EDX @@ A,), (7.220)

for some choice of p € D(C*), and the goal is to transform (Xi,...,X,) into
(X1,...,X;) in such a way that the resulting state of this register is as close
as possible to

PP ED(X @@ Xyy). (7.221)
One may consider the quality with which a given channel
PeCX® X, X1 Q- Q@ Xp) (7.222)

performs this task in a variety of specific ways. For example, one might
measure the closeness of ®(p™) to p with respect to the trace norm, some
other norm, or the fidelity function; and one might consider the average
closeness over some distribution on the possible choices of p, or consider the
worst case over all p or over some subset of possible choices for p. It is most
typical that one assumes p is a pure state—the mixed state case is more
complicated and has very different characteristics from the pure state case.
The specific variant of the cloning task that will be considered here is
that one aims to choose a channel of the form (7.222) so as to maximize the
minimum fidelity
a(®) = inf_ F(®((uu*)®"), (uu*)®™) (7.223)
ueS(C®)
over all pure states p = uu*. The following theorem establishes an upper
bound on this quantity, and states that this bound is achieved for some
choice of a channel .
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Theorem 7.28 (Werner) Let X be a complex Fuclidean space and let n
and m be positive integers with n < m. For every channel

D e C(x®", xom) (7.224)
it holds that
inf (@((uu*)®"), (uu*)®™) < Mo (7.225)
uES(X) ’ - N’
where
_ [(k+dim(X) -1
Ny = ( dim(X) — 1 ) (7.226)

for each positive integer k. Moreover, there exists a channel ® of the above
form for which equality is achieved in (7.225).

Remark In the case that n =1 and m = 2, one has

Ny 2

- = .22

which is strictly less than 1 if dim(X) > 2. Theorem 7.28 therefore provides
a quantitative form of the no-cloning theorem, which states that it is not
possible to create a perfect copy of an unknown quantum state (aside from
the trivial case of one-dimensional systems).

Proof The infimum on the left-hand side of (7.225) can be no larger than
the average with respect to the uniform spherical measure on S(X):

inf (@ ((uu*)®"), (uu*)®™)

ueS(X)
(7.228)
< [@(ut)™), wut)*) dutu).
As (uu*)®" < I yon for every u € S(X), it follows that
/(@((uu*)‘g’”), (uu®)®™) dp(u) < /<<I>(Hx@n), (uu*)®™) dp(u)
! ) v, (7:220)
= N—m<fb(HX@n)7HX@m> < NimTr(fD(HX@n» = N,

This establish the required bound (7.225).
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It remains to prove that there exists a channel
o € C(x®m, xom) (7.230)

for which equality is achieved in (7.225). Define

N, _
O(X) = —"Tyom (X @18 "))me + <]1;8g" - HX@,L7X> o (7.231)
N
for all X € L(X®"), where o € D(X®™) is an arbitrary density operator. It
is evident that ® is completely positive, and the fact that ® preserves trace
follows from the observation

- N
(182, @ T ) (ILyen) = - Mxen. (7.232)
n

A direct calculation reveals that

N,
((uu*)®™, & ((uu*)®")) = " (7.233)
N,
for every unit vector u € S(&X'), which completes the proof. O

Example 7.29 The channel described in Example 2.33 is an optimal
cloning channel, achieving equality in (7.225) for the case X = C*n=1,
and m = 2.

Unital channels near the completely depolarizing channel

The final example of an application of unitarily invariant measures in the
theory of quantum information to be presented in this section demonstrates
that all unital channels sufficiently close to the completely depolarizing
channel must be mixed-unitary channels. The following lemma will be used
to demonstrate this fact.

Lemma 7.30 Let X be a complex Fuclidean space having dimensionn > 2,
let n denote the Haar measure on U(X), and let Q@ € C(X) denote the
completely depolarizing channel defined with respect to the space X. The
map = € CP(X ® X) defined as

E(X) = /(Vec(U) vec(U)*, X) vec(U) vec(U)* dn(U) (7.234)

for every X € L(X ® X) is given by

[1]

1
- m(11L(X) @My — Q2@ Iy — I @ Q+n?Q® Q). (7.235)
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Proof LetV e UX®X QX ®X) be the permutation operator defined by
the equation

Vvec(Y ® Z) = vec(Y) ® vec(Z), (7.236)

holding for all Y, Z € L(X). Alternatively, this operator may be defined by
the equation

V(1 @22 Q23R 1) =21 @ 23 Q Tg ® Xy (7.237)
holding for all x1,x9,x3,24 € X. As V is its own inverse, one has
V(vec(Y) @ vec(Z)) = vec(Y ® Z) (7.238)
for all Y, Z € L(X). For every choice of maps ®g, ®; € T(X), it holds that
VJ(®o @ ®1)V* = J(Pg) @ J(P1). (7.239)
Now, the Choi representation of = is given by
J(B) = /Vec(U) vec(U)* @ vec(U) vec(U) " dn(U), (7.240)
and therefore
VJE)WV* = /Vec(U ®U) vec(U @ U)"dn(U). (7.241)
This operator is the Choi representation of the isotropic twirling channel
A(X) = /(U@U)X(U & T)" dn(U) (7.242)

defined in Example 7.25. From the analysis presented in that example, it
follows that
_ 1
VIEWV" = 3 (L) ® J(Lixy)

1

21 (nJ(Q) - %J(ILL(X))> ® (nJ(Q) _ %J(]IL(;\{))>. (7.243)

+

By expanding the expression (7.243) and making use of the identity (7.239),
one obtains (7.235), as required. O

Theorem 7.31 Let X be a complex Fuclidean space with dimensionn > 2,
let € C(X) denote the completely depolarizing channel defined with respect
to the space X, and let ® € C(X) be a unital channel. The channel

n? —2 1

Q [ .244
n?—1 +n2—1 (7.244)

is a mized-unitary channel.
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Proof Let ¥ € CP(X) be the map defined as
U(X) = /<vec(U) vec(U)*, J(®)) UXU* dn(U), (7.245)
for 1 being the Haar measure on U(X). It holds that
/vec(U) vec(U)*dn(U) = %]IX@)X, (7.246)
and therefore
[tvee(t) vee(v)?, (@) an(w) = - T(I(®)) = 1. (7.247)
It follows that the mapping V¥ is a mixed-unitary channel.
By Lemma 7.30, one has J(¥) = Z(J(®)) for £ € CP(X ® X) being
defined as

1
= m(11L(X) @My — @Iy — L @ Q+1?Q @ Q). (7.248)

[1]

By the assumption that ® is a unital channel, one has

Q@ L) (J(®)) = (Lir) @ Q)(J (D))

Iyr®1x (7.249)
= Qe 0)(/(@) = X2,
and therefore
J(U) = LJ(@) + o2y ®1 (7.250)
T n2-1 nnz—1) * ’

This is equivalent to ¥ being equal to (7.244), and therefore completes the
proof. O

Corollary 7.32 Let X be a complex Fuclidean space having dimension
n > 2, let Q € C(X) denote the completely depolarizing channel defined
with respect to the space X, and let ® € T(X) be a Hermitian-preserving,
trace-preserving, and unital map satisfying

17(2) = J(@)l| < ! (7.251)

(n?—1)
It holds that ® is a mized-unitary channel.
Proof Define a map ¥ € T(X) as

T = (n*>-1)®— (n? - 2)Q. (7.252)
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It holds that W is trace preserving and unital. Moreover, one has
J(¥) = (n? = 1)(J(®) — J () + J(2)

= (= 1)(J(®) — J(Q)) + %]12(@;(, (7.253)

which, by the assumptions of the corollary, implies that ¥ is completely
positive. By Theorem 7.31 it follows that

2
n°—2 1
Q Uv=ae 7.254
n?—1 + n?—1 ( )
is a mixed-unitary channel, which completes the proof. O

7.3 Measure concentration and it applications

The unitarily invariant measures introduced in the previous section exhibit
a phenomenon known as measure concentration.* For the uniform spherical
measure j defined on the unit sphere of a complex Euclidean space X, this
phenomenon is reflected by the fact that, for every Lipschitz continuous
function f : S(X) — R, the subset of S(X) on which f differs significantly
from its average value (or, alternatively, any of its median values) must
have relatively small measure. This phenomenon becomes more and more
pronounced as the dimension of X' grows.

Measure concentration is particularly useful in the theory of quantum
information when used in the context of the probabilistic method. Various
objects of interest, such as channels possessing certain properties, may be
shown to exist by considering random choices of these object (typically based
on the uniform spherical measure or Haar measure), followed by an analysis
that demonstrates that the randomly chosen object possesses the property of
interest with a nonzero probability. This method has been used successfully
to demonstrate the existence of several interesting classes of objects for which
explicit constructions are not known.

The present section explains this methodology, with its primary goal being
to prove that the minimum output entropy of quantum channels is non-
additive. Toward this goal, concentration bounds are established for uniform
spherical measures, leading to an asymptotically strong form of a theorem
known as Dvoretzky’s theorem.

4 Measure concentration is not limited to the measures introduced in the previous section—it is

a more general phenomenon. For the purposes of this book, however, it will suffice to consider
measure concentration with respect to those particular measures.
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7.3.1 Lévy’s lemma and Dvoretzky’s theorem

This subsection establishes facts concerning the concentration of measure
phenomenon mentioned previously, for the measures defined in the previous
section. A selection of bounds will be presented, mainly targeted toward a
proof of Dvoretzky’s theorem, which concerns the existence of a relatively
large subspace V of a given complex Euclidean space X on which a given
Lipschitz function f : S(X) — R does not deviate significantly from its
mean or median values with respect to the uniform spherical measure.

Concentration bounds for Gaussian measure

In order to prove concentration bounds for the uniform spherical measure,
with respect to a given complex Euclidean space X, it is helpful to begin
by proving an analogous result for the standard Gaussian measure on R™.
Theorem 7.33, which is stated and proved below, establishes a result of this
form that serves as a starting point for the concentration bounds to follow.

In the statements of the theorems representing concentration bounds to
be presented below, including Theorem 7.33, it will be necessary to refer to
certain universal real number constants. Such constants will, as a general
convention, be denoted 9§, d1, d2, etc., and must be chosen to be sufficiently
small for the various theorems to hold. Although the optimization of these
absolute constants should not be seen as being necessarily uninteresting or
unimportant, this goal will be considered as being secondary in this book.
Suitable values for these constants will be given in each case, but in some
cases these values have been selected to simplify expressions and proofs
rather than to optimize their values.

Theorem 7.33 There exists a positive real number 51 > 0 for which
the following holds. For every choice of a positive integer n, independent
and identically distributed standard normal random variables X1,..., Xy, a
k-Lipschitz function f : R™ — R, and a positive real number € > 0, it holds
that

Pr(f(Xq,...,Xn) —E(f(X1,.... X)) >¢) < eXp(lS:;Q) (7.255)

Remark One may take §; = 2/72.

The proof of Theorem 7.33 will make use of the two lemmas that follow.
The first lemma is a fairly standard smoothing argument that will allow for
basic multivariate calculus to be applied in the proof of the theorem.
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Lemma 7.34 Let n be a positive integer, let f: R™ — R be a k-Lipschitz
function, and let € > 0 be a positive real number. There exists a differentiable
k-Lipschitz function g : R™ — R such that | f(z)—g(x)| < € for every xz € R".

Proof For every 6 > 0, define a function g; : R — R as

9s(x) = /f(x +0z) dy,(2) (7.256)

for all x € R"™, where ~, denotes the standard Gaussian measure on R"™.
It will be proved that setting g = g5 for a suitable choice of § satisfies the
requirements of the lemma.

First, by the assumption that f is k-Lipschitz, it holds that

1) = 5@ < [1f(@) = Fla +62)| dra(2)
< ox [112]|da(z) < S

for all x € R™ and ¢ > 0. The last inequality in (7.257) makes use of (1.279)
in Chapter 1. At this point, one may fix
€

(7.257)

7.258
— (7.258)

and g = gs, so that |f(z) — g(x)| < ¢ for every x € R™.
Next, it holds that g is k-Lipschitz, as the following calculation shows:

9() = 9w)| < [1£(@+82) = f(y +82)| dn2)

(7.259)
< [ #llz = ylldw(z) = sllz -yl

for every x,y € R™.

It remains to prove that ¢ is differentiable. Using the definition of the
standard Gaussian measure, one may calculate that the gradient of g at an
arbitrary point « € R" is given by

V() = % / Flz+62)zdym(=). (7.260)

The fact that the integral on the right-hand side of (7.260) exists follows
from the inequality

/Hf(m +62)z|| dyn(2)
< [If@+69z = @zl () + [IF@zldna (7261

<8 [I17 dale) + 1 @) [ 12 dra(2) < wén+ | (a) V.
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Moreover, it holds that Vg(z) is a continuous function of  (and in fact is
Lipschitz continuous), as

199(2) = Vo) < 5 (17 +52) ~ f(y + 5212l dm()
Sl —yllvn.

As Vg(x) is a continuous function of z, it follows that g is differentiable,

(7.262)

IN

which completes the proof. O

The second lemma establishes that the random variable f(X1,...,Xy,),
for independent and normally distributed random variables X, ..., X,, and
a differentiable k-Lipschitz function f, does not deviate too much from an
independent copy of itself.

Lemma 7.35 Let n be a positive integer, let f : R™ — R be a differentiable

function satisfying ||V f(2)]] < k for every x € R, let Xy, ..., X, and
Y1, ..., Y, be independent and identically distributed standard mormal
random variables, and define vector-valued random variables
X=(X1,...,Xn) and Y = (Y1,...,Yn). (7.263)
For every real number X € R, it holds that
N2k
E(exp(Af(X) = Af(Y))) < exp( 3 ) (7.264)

Proof First, define a function g¢,, : R — R, for every choice of vectors
x,y € R™, as follows:

Gz (0) = f(sin(0)z + cos(0)y). (7.265)
Applying the chain rule for differentiation, one finds that
9y (0) = (V f(sin(0)x + cos(0)y), cos(#)z — sin(0)y) (7.266)

for every z,y € R" and 6 € R. By the fundamental theorem of calculus, it
therefore follows that

™

$(@) = 10) = 92(7/2) = 920 = [ 1, (00

. (7.267)
= /2 (Vf(sin(0)z + cos(0)y), cos(8)x — sin(f)y) db.
0
Next, define a random variable Zy, for each 6 € [0,7/2], as
Zy = (Vf(sin(0) X + cos(0)Y), cos(0) X — sin(9)Y'). (7.268)
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By (7.267), it follows that

E(exp(Af(X) = Af(Y))) = E(exp()\/og Zy d@)). (7.269)

By Jensen’s inequality, one has

(s [Fzan)) <2 [Fe(on(Da))an o

Finally, one arrives at a key step of the proof: the observation that each of
the random variables Zy is identically distributed, as a consequence of the
invariance of Gaussian measure under orthogonal transformations. That is,
one has the following equality of vector-valued random variables:

(SiD(G)X+C?S(9)Y> _ (sin(@)]l c0§(6)ﬂ ) (X) . (7.271)
cos(0)X —sin(0)Y cos(6)1 —sin(0)1) \Y

As the distribution of (X,Y) = (X1,..., Xy, Y1,...,Y},) is invariant under
orthogonal transformations, it follows that the distribution of Zy does not
depend on . Consequently,

9 s
d /2 E(exp(ﬂ—AZg))d@ = E(exp(EZ())). (7.272)
7 Jo 2 2
This quantity can be evaluated using the Gaussian integral equation (1.268),
yielding
A 722 9
E(exp 720 =E|(exp 3 V=) ) (7.273)

As it is to be assumed that |V f(z)| < & for all © € R", the required bound
is obtained as a result of (7.269), (7.270), (7.272), and (7.273). O

Proof of Theorem 7.33 Let X be a vector-valued random variable, defined
as X = (X1,...,Xy), and let A > 0 be a positive real number to be specified
shortly. By Markov’s inequality, one has

Pr(f(X) - E(f(X)) > ¢)

— Pr(exp(M(X) — AE((X))) = exp(e)) (7.274)
< exp(—Ae) E(exp(Af(X) = AE(f(X)))).
By introducing a new random variable Y = (Y,...,Y,), which is to be

independent and identically distributed to X, one finds that

E(exp(Af(X) = AE(f(X)))) < E(exp(Af(X) = Af(Y))) (7.275)
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by Jensen’s inequality. Combining the two previous inequalities yields
Pr(f(X) — E(f(X)) > €) < exp(~Ae) E(exp(Af(X) — Af(Y))). (7.276)

Assume first that f is differentiable, so that ||V f(z)| < & for all z € R™
by the assumption that f is k-Lipschitz. By Lemma 7.35, it follows that

2,22
exp(—Xe) E(exp(Af(X) = Af(Y))) < exp(—)\s + AR ) (7.277)
Setting A = 4¢/(w%?), and combining (7.276) with (7.277), yields
2
Pr(f(X) ~ B(7(X) 2 ) < e~ ). (7.278)

which is the bound claimed in the statement of the theorem (for §; = 2/72).

Finally, suppose that f is x-Lipschitz, but not necessarily differentiable.
By Lemma 7.34, for every ¢ € (0,e/2) there exists a differentiable x-Lipschitz
function ¢ : R” — R satisfying |f(z) — g(x)| < ¢ for every z € R™, and
therefore

Pr(f(X) ~ E(f(X)) > ¢) < Pr(g(X) — E(g(X)) > e —2).  (7.279)

Applying the above analysis to g in place of f therefore yields

2(e — 2¢)?
Pr(f(X) — E(f(X)) > ¢) < exp(_%). (7.280)
As this inequality holds for every ¢ € (0,e/2), the theorem follows. O

The following example illustrates the application of Theorem 7.33 to the
Fuclidean norm. The analysis to be presented in this example is relevant to
the discussion of the uniform spherical measure to be discussed shortly.

Example 7.36 Let n be a positive integer and define f(z) = ||z|| for each
x € R™. It is an immediate consequence of the triangle inequality that f is
1-Lipschitz:

[f@) = f@)] = [llz] = lyll| < llz =yl (7.281)

for all z,y € R™. The mean value of f(Xy,...,X,), for X1,...,X,, being
independent and identically distributed standard normal random variables,
has the following closed-form expression (q.v. Section 1.2.2):

var (24

B(f(X1,..., X)) = T (7.282)
2
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From this expression, an analysis reveals that
E(f(Xl,...,Xn)) = v/, (7.283)

where vy, v9,v3, ... is a strictly increasing sequence that begins

2 NG I8
=4/— = — =/, ... .284
U1 71" U2 2 ) U3 371_7 (7 8 )

and converges to 1 in the limit as n goes to infinity.
For any positive real number € > 0, one may conclude the following two
bounds from Theorem 7.33:

Pr(|[(X1,..., Xn)|| < (vn — €)v/n) < exp(—d1e°n), (7.285)
Pr(|[(X1,..., Xn)|| = (vn +€)v/n) < exp(—61e2n). ’
Consequently, one has
Pr(|||[(X1,. .., Xp) || = vav/n| > ev/n) < 2exp(—61e2n). (7.286)

This bound illustrates that the Euclidean norm of a Gaussian-random vector
x € R™ is tightly concentrated around its mean value v,/n.

Concentration bounds for uniform spherical measure

The uniform spherical measure may be derived from the standard Gaussian
measure, as described in Section 7.2.1, so it is not unreasonable to expect
that Theorem 7.33 might lead to an analogous fact holding for the uniform
spherical measure. Indeed this is the case, as the theorems below establish.

The first theorem concerns the deviation of a Lipschitz random variable,
defined with respect to the uniform spherical measure, from its mean value.

Theorem 7.37 (Lévy’s lemma, mean value form) There exists a positive
real number do > 0 for which the following holds. For every k-Lipschitz
random variable X : S(X) — R, distributed with respect to the uniform
spherical measure p on S(X) for a given complex Euclidean space X, and
every positive real number € > 0, it holds that

2
Pr(X —E(X)>¢) < 2exp<—525 n),

12
, (7.287)
528 n
Pr(X —E(X) < —-¢) < 2exp(— - ),
and
2
Pr(|X — E(X)|>¢) < 3exp (— 52;”), (7.288)

where n = dim(X).
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Remark One may take o2 = 1/(257).

The proof of Lemma 7.37 will make use of the following lemma, which
provides a simple mechanism for extending a Lipschitz function defined on
the unit sphere of C" to a Lipschitz function defined on all of R?",

Lemma 7.38 Let n be a positive integer and let f : S(C") — R be a
k-Lipschitz function that is neither strictly positive nor strictly negative.
Define a function g : R = R as

g(my)_{liwwllf(ziéz) Foty#0 o)
ife+iy=0

for all x,y € R™. It holds that g is a (3k)-Lipschitz function.

Proof By the assumption that f is neither strictly positive nor strictly
negative, one has that for every unit vector u € C", there must exist a unit
vector v € C" such that f(u)f(v) < 0. This in turn implies

[f ()] < |f(u) = f(0)] < Kllu—v] <25, (7.290)

by the assumption that f is k-Lipschitz.
Now suppose that xg,yo,x1,y1 € R™ are vectors. If it is the case that
o +iyo = 0 and 1 + dy; = 0, then it is immediate that

l9(zo @ yo) — g(z1 @ y1)| = 0. (7.291)
If it holds that z¢ + iyg # 0 and x1 + iy; = 0, then (7.290) implies
lg(zo®yo)—g(x1®y1)| = |9(zo®Byo)| < 2k||zo+iyo || = 26| xoByo||. (7.292)

A similar bound holds for the case in which xy + iyg = 0 and 1 + iy; # 0.
Finally, suppose that x¢ + iyo and x; + iy; are both nonzero. Write

z0 =x9+1yo and 21 =x1 + 1y, (7.293)
and set
L and ! (7.204)
ap=—— and o] =-—. .
(BN [l 1]

This implies that both agzg and a;2z; are unit vectors. There is no loss of
generality in assuming g < «q; the case in which a3 < o is handled in a
symmetric manner. By the triangle inequality, one has

l9(xo ® yo) — g(x1 @ y1)| = |20l f(w20) — [|21 ]| f(a121)]

7.295
< 1Faozo)lll %0 — 2] + 211 Flaozo) — flanz). 2



7.8 Measure concentration and it applications 437

Using (7.290), one finds that the first term in the final expression of (7.295)
is bounded as follows:

| f(ao0z0)|llz0 — 21| < 2k[l20 — 21| = 26|20 D Yo — 21 D y1||- (7.296)
To bound the second term, it may first be noted that
[z1[[1f (a020) = flarz1)] < & 21 aozo — arza ], (7.297)

again by the assumption that f is k-Lipschitz. Given that 0 < oy < aq,
together with the fact that agzp and ;2 are unit vectors, one finds that

lowzo — arz1 || < lenzo — arz1 || = % (7.298)

and therefore
tllz1lllaozo — arz1 | < kllz0 — 21l = Kllwo B yo —z1 Syl (7.299)

It follows that
lg(z0 ® yo) — g(@1 @ y1)| < 3kl|zo ® Yo — 1 D y1 - (7.300)

It has therefore been established that g is (3x)-Lipschitz, as required. O

Proof of Theorem 7.37 The random variable X — E(X) has mean value
0, and is therefore neither strictly positive nor strictly negative. As X is
k-Lipschitz, so too is X — E(X), and so it follows that

|X —E(X)| < 2, (7.301)

as argued in the first paragraph of the proof of Lemma 7.38. The inequalities
(7.287) and (7.288) therefore hold trivially when e > 2x. For this reason it
will be assumed that € < 2k for the remainder of the proof. It will also be
assumed that X = C™, for n being an arbitrary positive integer, which will
simplify the notation used throughout the proof, and which causes no loss
of generality.

Define a function g : R?* — R as

gy @z) = {'y“Z'(X(liif?D _E(X)> ify+iz#0

(7.302)
ify+iz=0

for all y,z € R™, which is a (3k)-Lipschitz function by Lemma 7.38. Let
Y =(W,....,Y,) and Z = (Z1,...,Z,) be vector-valued random variables,
for Y1,...,Y, and 7, ..., Z, being independent and identically distributed
standard normal random variables, and define a random variable

W =g(Y @ 2). (7.303)
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As X —E(X) has mean value 0, it is evident that E(W) = 0 as well. Finally,
by considering the definition of the uniform spherical measure, one finds
that

Pr(X —E(X) > ) =Pr(W > ¢||Y +iZ]). (7.304)

The probability (7.304) may be upper-bounded through the use of the
union bound:

Pr(X — E(X) > ) < Pr(W > eAv2n) + Pr(|[Y +iZ| < \V2n ) (7.305)

for every choice of A > 0. By Theorem 7.33 it holds that

Pr(W > eAv2n) < exp<—261;j;\2">, (7.306)
and, as established in Example 7.36, it holds that
Pr(||Y +iZ|| < AV2n ) < exp(—201(van — \)*n). (7.307)
Setting
= ;’:lf’; (7.308)
yields

251521)% n nme3n
> < )< — .
Pr(X >E(X)+e¢) < 20xp< GrroZ) = 2 exp S0 | (7.309)

where the second inequality makes use of the assumption € < 2k, along
with the observation that va, > vo = /7/2. As one may take &; = 2/72 in
Theorem 7.33, the first inequality is therefore proved for d; = 1/(257).

The second and third inequalities may be proved in essentially the same
manner. In particular, one has

Pr(X — E(X) < —¢)
< Pr(W < —exv2n) +Pr(|[Y +iZ] < 2v2n) (7.310)

and
Pr(|X —E(X)| > ¢)
< Pr(W > eAV2n) + Pr(W < —eAv2n) (7.311)
+Pr(|[Y +iZ| < A2n),

and again setting A = 3kv2,/(3k + ¢) yields the required bounds. O
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The second theorem on measure concentration for the uniform spherical
measure, stated and proved below, is similar in spirit to Theorem 7.37, but
it is concerned with the deviation of a Lipschitz random variable from its
median value—or, more generally, from any of its central values—rather than
its mean value. The next definition makes precise the notions of a median
value and a central value of a random variable, after which the theorem is
stated and proved.

Definition 7.39 Let X be a random variable and let 8 be a real number.
It is said that 8 is a median value of X if

Pr(X > 8) > % and  Pr(X <8) > % (7.312)
and it is said that 8 is a central value of X if
1 1
Pr(X > 8) > Z and Pr(X <pg)> T (7.313)

Theorem 7.40 (Lévy’s lemma, central value form) There exists a positive
real number d3 > 0 for which the following holds. For every complex
FEuclidean space X, every k-Lipschitz random variable

X:8(X) >R, (7.314)

distributed with respect to the uniform spherical measure 1 on S(X), every
central value B of X, and every positive real number € > 0, it holds that

K} 2

Pr(|lX —p] >¢) < 8exp(— 3:2”), (7.315)
where n = dim(X).
Remark One may take 3 = 1/(1007).
Proof Let

In(8) k2
= — 31
=\ (7:316)

for d being any positive real number for which Theorem 7.37 holds. By that
theorem, one may conclude that the following two inequalities hold for every
positive real number o > 0:

Pr(X —E(X) > (+a) < 2exp <—W> < %, (7.317)
Pr(X —E(X) < —((+a)) < 2exp (—W} < %. (7.318)
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From these inequalities, one concludes that |E(X) — 3] < .
Now suppose that € is a given positive real number. If it is the case that
€ > 2(¢, then Theorem 7.37 implies

Pr(IX —B| > £) < Pr(|X ~E(X)| > < ()

€ 82en (7.319)
< Pr(|X - B(X)| > 5) < 3exp(— e )
On the other hand, if ¢ < 2(, then one has
5262n 62C2n 1
exp<f 12 ) > exp <f 2 ) =3 (7.320)
so it must trivially hold that
5 2
Pr(|X - 8| >¢) < 8exp<f ZE;L). (7.321)
K

The required bound (7.315) therefore holds in both cases, provided one takes
03 < d2/4. As Theorem 7.37 holds for d2 = 1/(257), the bound (7.315) holds
for 03 = 1/(1007). O

Dwvoretzky’s theorem

Dvoretzky’s theorem, which plays a key role in the section following this
one, establishes that a Lipschitz random variable, defined with respect to
the uniform spherical measure for a given complex Euclidean space X', must
remain close to its central values everywhere on the unit sphere S(V), for
some choice of a subspace V C & having relatively large dimension. There
are, in fact, multiple variants and generalizations of Dvoretzky’s theorem:;
the variant to be considered in this book is specific to the unitary invariant
measures defined previously in the present chapter, and is applicable to
phase-invariant functions, which are defined as follows.

Definition 7.41 Let f : S(X) — R be a function, for a complex Euclidean
space X. The function f is said to be a phase-invariant function if it holds
that f(z) = f(e’z) for all z € S(X) and 0 € R.

Theorem 7.42 (Dvoretzky’s theorem) There exists a positive real number
0 > 0 for which the following holds. Let X : S(X) — R be a k-Lipschitz,
phase-invariant random wvariable, distributed with respect to the uniform
spherical measure p on S(X) for a given complex Euclidean space X of
dimension n, let B be a central value of X, let € > 0 and ( > 0 be positive
real numbers, and let V C X be a subspace with
5e2¢%n

1 <dim(V) < s

(7.322)
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For each unit vector v € V, define a random variable Y, : UX) — R,
distributed with respect to the Haar measure on U(X), as

Y, (U) = X (Uv) (7.323)
for every U € U(X). It holds that
Pr(|Y, — B| < e for every v € S(V)) > 1 - (. (7.324)
Remark One may take 6 = 1/(1600007).
The proof of Theorem 7.42 will make use of the two lemmas that follow.

Lemma 7.43 Let X be a complex Fuclidean space of dimension n > 2 and
let f:S(X) — R be a k-Lipschitz, phase-invariant function. For every unit
vector u € S(X), define a random variable X,, : U(X) — R, distributed with
respect to the Haar measure n on U(X), as

X, (U) = f(Uu) (7.325)

for allU € U(X). For any pair of linearly independent unit vectors u,v € X
and every positive real number € > 0, it holds that

5252(71— 1)
Pr(|X, — X, >¢) <3 - 7.326
r(‘ u v‘ —5) — exp( KZQHU—U”Q)’ ( )

for any positive real number dy satisfying the requirements of Theorem 7.37.

Proof The lemma will first be proved in the special case in which (u,v) is
a nonnegative real number. First, define

_ 1+ (u,v)

A ;
2

(7.327)

which satisfies 1/2 < A < 1 by the assumption that (u,v) is nonnegative
and v and v are linearly independent. Set

U+ v uU—v
r=—— and = —) 7.328
2/ YoV (7.328)
so that z and y are orthonormal unit vectors for which
w=VAiz+ V1= Ay,
(7.329)

v=VAr—v1-=\y.

Next, let ) be any complex Euclidean space having dimension n — 1 and
let V € U(Y, X) be any isometry for which z L im(V'). For every U € U(X),
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define a random variable Yy : S()) — R, distributed with respect to the
uniform spherical measure p on S(Y), as

Vi (w) = f(U(\FAm +V1- AVw)) - f(U(fo —Vi- AVw)) (7.330)
for every w € S§(Y). Using the triangle inequality, along with the fact that
lu—v] =2vV1 =\, (7.331)

one may verify that each Yy is (k||u —v||)-Lipschitz and satisfies E(Yy) = 0.
By Lévy’s lemma (Theorem 7.37), it therefore holds that

S2e%(n —1)
Pr(|Yy| > ¢) < 3exp<77), (7.332)
(ol =2 2 o?
for every U € U(X) and every € > 0.
Finally, define a random variable Z : U(X) x S()) — R, distributed with
respect to the product measure n X pu, as

Z(U,w) = Yy (w) (7.333)

for all U € U(X) and w € §(Y). Because the uniform spherical measure and
Haar measure are both unitary invariant, it follows that Z and X, — X, are
identically distributed. It therefore holds that

Pr(| X, — X, > ¢) =Pr(|Z] > ¢)
2
= /Pf(\YU\ >e)dn(U) < :),exp(_52E (n— 1))7 (7.334)

2 u—v|?

which proves the lemma in the case that (u, v) is a nonnegative real number.
In the situation in which (u, v) is not a nonnegative real number, one may
choose @ € C with |a] = 1 so that (u,av) is a nonnegative real number.
By the assumption that f is phase invariant, it holds that X, = X,,, and
therefore
Pr(|X, — Xy| > ¢) =Pr(| Xy, — Xow| > €)
§2e%(n —1) (7.335)
<Bexp|—————5
- p( /€2||ufcw||2>7
by the analysis above. As it necessarily holds that ||u — av| < |Ju — v, it
follows that

(7.336)

2(p —
Pr(|Xu - Xv‘ > 5) < 3eXp<_626 (n 1))

K2 u—vl?

for every € > 0, which completes the proof. O
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The next lemma bounds the mean value of the maximum of a collection
of nonnegative random variables satisfying a property reminiscent of the
bounds obtained for the concentration results presented above.

Lemma 7.44 Let N > 2 be a positive integer, let K and 0 be positive real
numbers, and let Y1, ..., YN be nonnegative random variables for which

Pr(Yy > \) < K exp(—0\?) (7.337)
for every k € {1,...,N} and every X\ > 0. It holds that

E(max{Y1,...,Yn}) < (7.338)

+ —.

V260
Proof As the random variables Y7,..., Yy take only nonnegative values,
one may write

E(max{Y1,...,Yn}) = /0.0<> Pr(max{Yi,..., Yy} > A)dA\ (7.339)

Splitting the integral into two parts, and making use of the fact that the
probability of any event is at most 1, yields

max{Yl, .o YN}

F / Pr(max{Yi,...,Yn} > A) dA (7.340)

ln(N)

By the union bound, together with the assumption (7.337) on Y1,...,Ynw,
one has

Pr(max{Yi,...,Yn} > \)d\ < KN / exp(—OA?) ). (7.341)

ln(N) In(N)
V \/ —o

As In(2) > 1/2, it holds that A\v/26 > 1 for every choice of \ satisfying

In(N
A /B (7.342)
9
and therefore
o0 o0 1
exp(—OX2)d)\ < / AW20exp(—OX2)d\ = ——. (7.343
| ewi-oxar < (0N AN = (7349

In(N) /In(N)
7 0

The required inequality now follows from (7.340), (7.341), and (7.343). O
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Proof of Theorem 7.42 1t will be proved that any choice of § > 0 satisfying

8 64 \ 2
5 < (ﬁ + ﬁ) , (7.344)

for d9 and d3 being positive real numbers that satisfy the requirements of
Theorem 7.37 and Theorem 7.40, respectively, fulfills the requirements of
the theorem. Taking d; = 1/(257) and d3 = 1/(1007), one has that
_ 1
- 1600007
satisfies the requirement (7.344). The theorem is trivial in the case n = 1,
as the phase invariance of X implies that X is constant in this case, and for

(7.345)

this reason it will be assumed that n > 2 for the remainder of the proof.
By Markov’s inequality, one has

Pr(sup{|Y, — 8] : v€ S(V)} <¢)
E(sup{|Y, — 8] : ve SV)}) (7.346)

)

>1—

€
so the theorem will follow from a demonstration that

E(sup{|Y, — 8] : ve S(V)}) < Ce. (7.347)

Let m = dim(V), and for each nonnegative integer k € N, let N}, be a
minimal (27%*+1)-net for S(V). It is evident that |Np| = 1, and for every
k € N it holds that

Wi < (1+28)7" < 4lbrDm (7.348)

by Theorem 1.8. For each v € S(V) and k € N, fix z;(v) € N} to be any
element of the set A, for which the distance to v is minimized, which implies
that

v — ze(v)]| < 27FFL. (7.349)

One may observe that zyp = zo(v) is independent of v, as there is a single
element in the set Ny, and also that

lim zp(v) =wv (7.350)
k—o0
for every v € S(V).
Next, observe that
X(Uv) = X(Uz0) + > (X (U1 (v) = X (Uz(v)), (7.351)
k=0

for every v € S(V) and U € U(X); this fact may be verified by telescoping
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the sum and making use of (7.350), along with the continuity of X. It follows
that

Yo=Y+ 3 (YVaprtw) = Yertw) (7.352)
k=0

for every v € §(V). By the triangle inequality, one therefore has

sup{|Y, — | : v € S(V)}

0 (7.353)
<V +sup{2 Vo) Yol v e S<V>}-
k=0

The expected value of the two terms on the right-hand side of this inequality
will be bounded separately.

The expected value of the first term |Y,, — 5| will be considered first.
The random variable Y., is identically distributed to X, so it follows by
Theorem 7.40 that

Pr(|Y; — Bl =2 A) =Pr(|X - 8| > ) < 8cxp(— 532;”) (7.354)

for every A > 0. This implies that

E(|YZ[) - ﬁD = /OOO Pr(‘YzO - ,6| > )\) dA

oo I3M\2n TK2 Sk
<8 — dA =44/ — .
oo oo
It remains to bound the expected value of the second term on the right-
hand side of (7.353). It holds that

(7.355)

21 (0) = 26 (0)]] < lzrsa (0) = o]l + lo = ()| <2752 (7.356)

for all v € S(V) and all k € N, and therefore

sup{z }Y2k+1(v) — sz(u)| tv € S(V)}
h=0 (7.357)

< Zmax{|YJB Yy : (z,y) € Mk}
k=0

where

My, = {(:z:,y) € N1 X M, lz =yl < 2*’”2}. (7.358)
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By Lemma 7.43, it holds that
dae%(n — 1))

Pr(|Yx -Y,| > 5) < 3exp(— Py P

(7.359)
for every pair of linearly independent vectors x,y € S(V), for d2 being any
positive real number for which Theorem 7.37 holds. (By the assumption that
X is phase-invariant, one has Y, =Y}, if z,y € S(V) are linearly dependent.)
For each choice of k € N| it therefore follows from Lemma 7.44 that

. In(N) 3
E(max{|V; = Y,| : (z,9) € My }) < Tt T (7.360)
for
4FGy(n — 1) (k+2)m

The remainder of the proof consists of routine calculations showing that
the required bound is achieved. Using the bound

VIn(V) < log(N) < 2¢/(k + 2)m, (7.362)

summing over all k € N, and making use of the summations

o0 o0
Yo FVE+2 < T and Yook =2 (7.363)
2
k=0 k=0
one concludes that
iE(max{\Yx ~Yy|: (z,9) € My }) < Gn [m (7.364)

k=0

By (7.353), (7.355), and (7.364), it follows that

8 64 m
E(sup{|Y, — 8] : ve S(V)}) < (\/g + m)n\/: (7.365)

Under the assumption that

3e2¢%n

m < FORE (7.366)

for ¢ satisfying (7.344), it therefore holds that
E(sup{|Y, — 8| : ve S(V)}) < (e, (7.367)
which completes the proof. O
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7.3.2 Applications of measure concentration

Two applications of the results on measure concentration discussed in the
previous subsection will now be presented. The first is a demonstration that
most pure states of a pair of registers are highly entangled, and the second
is a proof that the minimum output entropy of channels is non-additive in
general. The two applications are related, with the second depending on the
first.

Most pure states are highly entangled

Suppose that X and Y are complex Euclidean spaces, and suppose further
that the dimensions n = dim(X) and m = dim())) of these spaces satisfy
n < m. For some choices of a unit vector u € X ® ), it holds that

Try(uu®) = w, (7.368)

for w = 1/n denoting the completely mixed state with respect to X. Of
course, not every unit vector u € X' ®) satisfies this equation (unless n = 1);
but as n grows, the equation holds approximately for an increasingly large
portion of the set S(X ® V).

The following lemma establishes one specific fact along these lines, in
which an approximation with respect to the 2-norm distance between states
is considered. The proof makes use of Lévy’s lemma (Theorem 7.37), along
with calculations of integrals involving the uniform spherical measure.

Lemma 7.45 There exists a positive real number Ko with the following
property. For complex Fuclidean spaces X and Y of dimensions n = dim(X)

and m = dim(}), and for
X:8X®Y) >R (7.369)

being a random variable, distributed with respect to the uniform spherical
measure on S(X ® Y) and defined as

X(u) = || Try(uu®) —wl|, (7.370)
for w =1/n, it holds that
Ky
Pr(X > — 47", 7.371
vz ) < (7.871)
Proof Tt will be proved that the lemma holds for Ky = /12/d5 + 1, for

d2 being any positive real number satisfying the requirements of the mean
value form of Lévy’s lemma (Theorem 7.37).
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The random variable X may alternatively be defined as
X(vec(A)) = [[AA" — wl|, (7.372)

for every operator A € L(Y, X) satisfying || A||2 = 1. The triangle inequality
implies that

| X (vec(A)) — X (vec(B))| < [|[AA* — BB* ||, (7.373)

Again using the triangle inequality, along with the fact that the 2-norm is
submultiplicative, one has

AA* — BB*||, < ||AA* — AB* AB* — BB*
H I <1 I+ b e

< (1Al + IBll2) | A = Bllz < 2| A = B2,

for all A, B € L(),X) with ||A|l2 = || Bll2 = 1. It therefore holds that X is
2-Lipschitz.
Next, it will be proved that

1
E(X) < —. 7.375
()< o= (7.375)
This bound follows from Jensen’s inequality,
(B(X))* < B(X?), (7.376)

along with an evaluation of E(X?). To evaluate this expectation, observe
first that

w2 m2) 1
Ty () = wlfy = Tr((Try(uu®))*) - (7.377)
For every vector u € X ® ), it holds that
Tr((Try(uu*))2> = (V,uu* @ uu*), (7.378)

for VeL(X®)Y®X®Y) being the operator defined as
V(zo®@yo @21 @ y1) = 21 ® Yo ® To ® Y1 (7.379)

for all vectors xg, x1 € X and yg,y1 € V. Equivalently, for ¥ and I' denoting
the alphabets for which X = C* and ) = C', one may write

V=13 Eup®Eec®Epa® Eqa. (7.380)

a,bex
c,del’
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Integrating with respect to the uniform spherical measure yields

E(X?) = /(V, wu* @ uu*) dp(u) — %
. (7.381)
= W<V7 Mxeyexey)) — o

A case analysis reveals that

(Eop @ Ece ® Eyy @ Eq g, H(X®y)@(X®y)>

1 ifa= - =
: ifa=bandc=d (7.382)
=43 if(a=bandc#d)or (a#bandc=d)
0 ifa#bandc#d.
Performing the required arithmetic yields
1 1
E(x?)="tm L1 (7.383)

nm—i—l_n m

and therefore (7.375) has been established.
Finally, by the mean value form of Lévy’s lemma (Theorem 7.37), one has

12
Pr (X > ﬁ) <92 eXp<fM>. (7.384)
vm 4
For Ky = /12/d2 + 1, one has
S2(Ko —1)2
2 exp(—W) = 2exp(—3n) <47", (7.385)
which completes the proof. O

If Try(uu*) is approximately equal to the completely mixed state w, for
a given unit vector u € X ® ), then it is reasonable to expect that the
entanglement entropy H(Try (uu*)) of the pure state represented by u will be
approximately equal to its maximum possible value log(dim (X)), depending
on the particular notions of approximate equality under consideration. The
following lemma establishes a lower bound on the von Neumann entropy that
allows a precise implication along these lines to be made when combined with
Lemma 7.45.

Lemma 7.46 Let X be a complex Euclidean space and let n = dim(X).
For every density operator p € D(X) it holds that

H(p) > log(n) — ﬁ}\p —wlf3, (7.386)

where w = 1 /n denotes the completely mized state with respect to X.
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Proof It holds that In(a)) < o — 1 for all & > 0, and therefore
n nTr(p?) —1
In(2) In(2) (7.387)
> log(nTr(p?)) = log(n) + log(Tr(p?)).

The logarithm function is concave, and therefore one has

2
lp=wl; =

—H(p) = > _ p(a)log(p(a)) < log (Z p(a)2> (7.388)

acx a€ey

for every alphabet X and every probability vector p € P(3). Consequently,

—H(p) < log(Tr(p%)), (7.389)
and therefore
n 2
- _ > _ )
In(2) H,D w”g > log(n) — H(p), (7.390)
which is equivalent to the required inequality. O

As a consequence of Lemmas 7.45 and 7.46, it follows that most bipartite
pure states have an entanglement entropy that is close to this quantity’s
maximum possible value.

Theorem 7.47 There exists a positive real number K with the following
property. For every choice of complex Euclidean spaces X and ), and for
X :S(X®Y) = R being a random variable, distributed with respect to the
uniform spherical measure on S(X ® YV) and defined as

X (u) = H(Try(uu*)) (7.391)

for every u € S(X ® ), it holds that
K
Pr (X < log(n) — —”) <4 (7.392)
m

for n =dim(X) and m = dim(Y).

Proof Tt will be proved that the theorem holds for K = KZ/In(2), where
K is any positive real number that satisfies the requirements of Lemma 7.45.

Define a random variable Y : S(X ® Y) — R, distributed with respect to
the uniform spherical measure, as

V(u) = || Try(uu®) — wl, (7.393)
for every u € S(X ® V). If a given unit vector u € X ® Y satisfies
Ky

Y(U) < ﬁ7

(7.394)
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then
n Kg Kn
— — =log(n) — — 7.395
In(2) m g(n) m ( )

by Lemma 7.46. One therefore has that

X (u) > log(n)

Pr(X > log(n) — %) > Pr(Y < %) >1-4"" (7.396)

by Lemma 7.45. This bound is equivalent to (7.392), which completes the
proof. O

Counter-example to the additivity of minimum output entropy

The minimum output entropy of a channel is, as the following definition
states explicitly, the minimum value of the von Neumann entropy that can
be obtained by evaluating that channel on a quantum state input.

Definition 7.48 Let ® € C(X,)Y) be a channel, for complex Euclidean
spaces X and ). The minimum output entropy of ® is defined as

Hunin(®) = min{H(®(p)) : p € D(X)}. (7.397)

It follows from the concavity of the von Neumann entropy function that
the minimum output entropy Hpin(®) of a given channel ® € C(X,Y) is
achieved by a pure state:

Hyin(?) = min{H(®(uu")) : u € S(X)}. (7.398)

It was a long-standing conjecture that the minimum output entropy is
additive with respect to tensor products of channels. The following theorem
demonstrates that this is, in fact, not the case.

Theorem 7.49 (Hastings) There exist complex Euclidean spaces X and
Y and channels ®,¥ € C(X,)) such that

Hynin (@ © ¥) < Hypin () + Hypin (). (7.399)

A high-level overview of the proof of Theorem 7.49 is as follows. For each
choice of a positive integer n, one may consider complex Euclidean spaces
X, Y, and Z with

dim(X) =n? dim(Y) =n, and dim(Z)=n> (7.400)

It will be proved, for a sufficiently large choice of n, that there exists an
isometry V € U(X,Y ® Z) for which the channels ®, ¥ € C(X,Y) defined
as

(X)) =Trz(VXV*) and ¥(X)=Trz(VXVT) (7.401)
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for all X € L(X) yield the strict inequality (7.399). The existence of a
suitable isometry V is proved using the probabilistic method: for any fixed
isometry Vp € U(X,Y® Z), the set of all unitary operators U € U(Y® Z) for
which the isometry V' = UV} possesses the required property will be shown
to have positive measure, with respect to the Haar measure on U(Y ® Z).
The proof of Theorem 7.49 will make use of the lemmas that follow. The
first lemma provides an upper bound on the minimum output entropy of the
tensor product ® ® ¥ for two channels ® and ¥ defined as in (7.401).

Lemma 7.50 Let n be a positive integer and let X, Y, and Z be complex
Euclidean spaces with dim(X) = n?, dim()) = n, and dim(Z) = n?. Let
VeUX,Y® Z) be an isometry, and define channels ®,¥ € C(X,)Y) as
O(X)=Trz(VXV*) and (X)=Trz(VXV") (7.402)
for all X € L(X). It holds that
_ log(n) —2
—

Proof Define pure states 7 € D(X ® X') and 0 € D(Y ® V) as follows:

Hayin (® ® ¥) < 2log(n) (7.403)

vee(1y) vec(ly)* vec(ly) vec(ly)*
T= 0 o= ——

3 and - (7.404)
A calculation reveals that
1 )
(0, (@& V(7)) = - | Ty (VY (7.405)
In greater detail, supposing that )V = C*, one has
(0, (2@ W)(T))
1 _
== > (V' (Eap@12)V @V (B @ 12)V,7)
n a,bexs
(7.406)

= Y (VB @ 12)V) (V' (Buay 2 12)V))

1 12
= Lm0
The operator Try(VV*) is positive semidefinite, and has trace equal to

n? and rank at most n2, so it follows that its 2-norm squared must be at
least n?. Consequently, one has

AM((@@W)(7) = (0, (2@ ¥)(7)) > (7.407)

s |-
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Now, under the constraint that a given density operator p € D(Y ® )
has largest eigenvalue at least 1/n, it holds that the von Neumann entropy
H(p) is maximized when this largest eigenvalue is equal to 1/n and all other
eigenvalues are equal:

H(p) < (1- %) log(n® — 1) + H(% 1- %) (7.408)
Because In(a) > 1 — 1/« for all positive o, one finds that
H(\ 1= X) < —MAlog()\) + ﬁ < —Alog(\) + 2\ (7.409)
for all A € [0,1], and therefore
H(p) < 2log(n) — W. (7.410)
As this inequality holds for p = (® ® ¥)(7) the proof is complete. O

The remaining lemmas required for the proof of Theorem 7.49 are used
to establish a lower bound on the quantity Hpin(®) + Hpmin(¥), for some
choice of channels ® and ¥ taking the form (7.401). The first lemma is
concerned with the modification of a random variable that is Lipschitz on a
compact subset of its domain, yielding one that is Lipschitz everywhere.

Lemma 7.51 Let X be a complex Euclidean space, let X : S(X) — R
be a continuous random wvariable, distributed with respect to the uniform
spherical measure p on S(X), and let A C S(X) be a compact subset of
S(X) satisfying p(A) > 3/4. Let k be a positive real number such that

| X (2) = X(y)| < Kllz -y (7.411)
forallz,y € A, and define a new random variableY : S(X) — R, distributed

with respect to p, as

¥ (2) = mig (X () + o — y]) (7.412)

for all x € S(X). The following statements hold:

1. 'Y is k-Lipschitz.

2. For every x € A, one has that X (z) =Y ().

3. Fvery median value of Y is a central value of X .

Proof The first statement holds regardless of the behavior of X on points
in A. Consider any two vectors zg,x1 € S(X), and let yo,y1 € A satisfy

Y(zo) = X(yo) + kllxo — yo|| and Y (x1) = X (1) + kljx1 — w1 ||. (7.413)
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That is, yo and y; achieve the minimum values that define the function Y
on xg and x1, respectively. It must therefore hold that

X(yo) + £llwo —yoll < X(y1) + £llwo — y1 |, (7.414)

which implies
Y(zo) = Y (21) < sllwo — y1 || — sl — y1 || < sllwo — 2. (7.415)

The inequality
Y(21) = Y(20) < Kllzo — 21 (7.416)

is proved through the same argument by exchanging the indices 0 and 1. It
therefore holds that

Y (z0) — Y(21)| < K||lzo — 21, (7.417)

so Y is k-Lipschitz.
Next, consider any vector € A. By the assumptions of the lemma, one
has

[ X(z) = X()| < sllz -yl (7.418)
for every y € A, and therefore
Y(2) ~ X(2) = min(X (y) ~ X(2) + e —y]]) = 0. (7.419)
yeA

On the other hand, because one may choose y = x when considering the
minimum, it holds that Y (z) < X(x). It follows that X (z) = Y (z), which
establishes the second statement.

Finally, let @ € R be a median value of Y, so that

Pr(Y > a) > % and  Pr(Y <a)> % (7.420)
Define a random variable Z : S(X) — [0, 1], again distributed with respect
to u, as
1 if
A= {1 Hwed (7.421)
0 ifzxdgA,
so that Pr(Z = 0) < 1/4. By the union bound, one has
Pr(Y <aorZ=0) < Z, (7.422)

and therefore

Pr(X>a)>Pr(Y >aand Z=1) > (7.423)

PNy
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By similar reasoning,

Pr( X <a)>Pr(Y <aand Z=1) > (7.424)

1=

This implies that « is a central value of X, which completes the proof. [

The next lemma is, in some sense, the heart of the proof of Theorem 7.49.
It establishes the existence of an isometry V € U(X,)Y ® Z) that may
be taken in the definition (7.401) of the channels ® and ¥ to obtain the
inequality (7.399) for a sufficiently large value of n. It is proved through the
use of Dvoretzky’s theorem.

Lemma 7.52 There exists a real number K > 0 for which the following
statement holds. For every choice of a positive integer n, and for X, Y, and
Z being complexr Fuclidean spaces with

dim(X) =n?, dim(Y)=n, and dim(Z)=n? (7.425)

there exists an isometry V € U(X,Y ® Z) such that
K Sk K
[Trz(Vez™ V") —w||, < o (7.426)

for every unit vector x € S(X), where w = 1/n denotes the completely mized
state with respect to ).

Proof Let 0 be a positive real number that satisfies the requirements of
Dvoretzky’s theorem (Theorem 7.42) and let K¢ be a positive real number
satisfying the requirements of Lemma 7.45. It will be proved that the lemma
holds for

Ko+1 18

+ —. (7.427)

K =K,
0+ 6 5 5

Assume, for the remainder of the proof, that a positive integer n and
complex Euclidean spaces X, ), and Z satisfying (7.425) have been fixed.
Let V be an arbitrary subspace of ) ® Z having dimension n?. Throughout
the proof, o will denote the uniform spherical measure on S(Y ® Z), and 7
will denote the Haar measure on U(Y ® Z).

The first step of the proof is the specification of a collection of random
variables; an analysis of these random variables follows their specification.
First, let

XY:S8Y®Z) —R (7.428)

be random variables, distributed with respect to the uniform spherical
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measure u and defined as follows:

X(u) = /|| Trz(uwu*)|| and Y (u) =|Trz(uu®) - wH2 (7.429)
for all w € S(Y ® Z). Next, let
Ki =Ko+ 1+ 3 and k= &, (7.430)
Vs vn
define a set
A= {u cSV®2) : X(u) < %} (7.431)

and define a random variable Z : S(Y ® Z) — R, also distributed with
respect to the uniform spherical measure p, as

Z(u) = min(Y (v) + #llu — vl]) (7.432)
veA
for every u € S(Y ® Z). It is evident from their specifications that X, Y,

and Z are phase-invariant random variables. Finally, for each unit vector
v € §(V), define random variables

Py, Qu, Ry : U(y ® Z) — R, (7433)
distributed with respect to the Haar measure  on U(Y ® Z), as
P,(U)=X(Uv), Q,(U)=YUv), and R,(U)=Z(Uv), (7.434)

for every U € U(Y ® Z).
When analyzing the random variables that have just been defined, it is
helpful to begin with the observation that

X(vec(A)) = Al and Y (vec(4)) = || AA* —w], (7.435)

for every operator A € L(Z,)) satistying ||All2 = 1. It is immediate from
the first of these expressions, along with the inequality | A < ||A||2, that
X is 1-Lipschitz. Also, given that

* ¥ " 1
JAI? = [ A4°]| < A4 — o] + o] < | AA" ~wl,+ +  (7.436)
for every operator A € L(Z,)), one necessarily has that
X<y + % (7.437)

By Lemma 7.45, one may therefore conclude that

Pr(Xﬁ“KOH> 2Pr<Y§ﬁ> >§. (7.438)
n n 4
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Dvoretzky’s theorem (Theorem 7.42) will be applied twice in the proof,
with the first application concerning the random variables X and P, for each
v e S(V). By (7.438), it follows that every central value of X is at most

[ Botl (7.439)
n

Setting
€ 3 d ¢ L (7.440)
= an == .
Vién 3
in Dvoretzky’s theorem yields
K 2
Pr (P,, < \/—% for every v € S(V)) > 3’ (7.441)

by virtue of the fact that dim(V) = §¢2¢2dim(Y ® Z).

The second application of Dvoretzky’s theorem concerns Z and R, for each
v € §(V). Before applying Dvoretzky’s theorem, however, the implications
of Lemma 7.51 to the random variables Y and Z will be considered. First,
note that

p(A) = Pr(X < %) > Pr (X < ,/KOJ 1) > % (7.442)

Second, for any choice of vectors u,v € A, one may write u = vec(A4) and
v =vec(B) for A, B € L(Z,Y) satistying ||A||2 = || B||2 = 1, so that

K

|A] = X (vec(A)) and || B] = X(vec(B)) < 7 (7.443)

K
“Vn
This implies that

Y (w) - Y(v)| = [ 44"~ w],, — | BB* — w],|

(7.444)
< |[A4" — BB*[,, < (14] + | BI)[| A~ Bll, < sllu—v].

It therefore follows from Lemma 7.51 that Z is x-Lipschitz, Z and Y agree
everywhere on A, and every median value of Z is a central value of Y. By
(7.438), every central value of Y is at most Ky/n, and therefore the same
upper bound applies to every median value of Z. Setting

3K 1
€=—— and = — 7.445
Vo 073 (7.445)
and applying Dvoretzky’s theorem therefore yields
K 2
Pr{R, < —forallveSYV)| > 3’ (7.446)
n
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by virtue of the fact that

2,2
dim(V) = 525 dim(Y ® 2). (7.447)

Finally, consider the random variables Y and @, for each v € S(V). For
every vector u € S(Y ® Z), one has either u € A or u € A; and if it holds
that u € A, then Y (u) = Z(u). Consequently, if it holds that Y (u) > K/n
for a given choice of u € S(Y ® Z), then it must hold that

Z(u) > K or X(u)> K1
n vn

(or both). By the union bound, one concludes that

(7.448)

Pr(Qv > LS for some v € S(V))
n
K
< Pr (Rv > — for some v € S(V)) (7.449)
n
K
+ Pr(R, > \/—% for some v € S(V)).
By (7.441) and (7.446), it follows that
K 1
Pr (Qv < - for all v € S(V)) > 3> 0. (7.450)

By (7.450), one concludes that there exists a unitary operator U for which
Qu(U) < K/n for all v € S(V). Taking Vj € U(X,Y ® Z) to be any linear
isometry for which im(Vp) = V, one therefore has

=

[ Trz (UVoza* Ve U") — wl|, < (7.451)

n
for every unit vector x € S(X). Taking V = UV}, the lemma is proved. [

Finally, a proof of Theorem 7.49 is to be presented. The proof is made
quite straightforward through the use of Lemmas 7.50 and 7.52.

Proof of Theorem 7.49 Let K > 0 be a real number for which Lemma 7.52
holds, and choose n to be a positive integer satisfying
2

log(n) > % +2. (7.452)
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For X, Y, and Z being complex Euclidean spaces with dim(&X) = n?,

dim(Y) = n, and dim(Z) = n?, it follows (by Lemma 7.52) that there exists
an isometry V € U(X,Y ® Z) such that

|

for every unit vector x € S(X). By Lemma 7.46, one therefore has that

Trz (Vaz*V*) — Ly

K
n n

<
2

(7.453)

K2

H(Trz (Vaz'V?")) > log(n) — s

(7.454)

for every x € S(X). Replacing V' by the entry-wise complex conjugate of V
results in the same bound:

_ K2
*7/7T > _ .
H(Trz (Vaz*VT)) > log(n) "o (7.455)
for every x € S(X).
Now, define channels ®, ¥ € C(X,)) as
P(X)=Trz(VXV*) and ¥(X)=Trz(VXV) (7.456)
for all X € L(X). One has that
K2
Hmin ?) = Hmin v Zl - 3 4
(®) = Huan(¥) > log(n) — s (7.457)
and therefore
Hoin () + Hon () > 2log(n) — 25 (7.458)
min min = 0, - . .
g\ n1n(2)
On the other hand, Lemma 7.50 implies that
1 -2
Hpnin (® ® ) < 2log(n) — %. (7.459)
Consequently,
I_Imin((I> ® ‘I/) - (Hmin(q)) + Hmin(‘I/))
2K?  log(n) —2 (7.460)

= 0
nln(2) n <%

which completes the proof. O
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7.4 Exercises

Exercise 7.1 For every positive integer n > 2, define a unital channel
o, € C(C") as

1 1

for every X € L(C™), where 1,, denotes the identity operator on C". Prove
that ®,, is a mixed-unitary channel when n is even. (Observe that this
exercise is complementary to Exercise 4.2.)

Exercise 7.2 Let n and m be positive integers with n < m, and consider
the set U(C™,C™) of all isometries from C" to C™.

(a) Prove that there exists a Borel probability measure
v : Borel(U(C",C™)) — [0, 1] (7.462)
for which it holds that
v(A) =v(UAV) (7.463)

for every choice of a Borel subset A € Borel(U(C",C™)) and unitary
operators U € U(C™) and V € U(C").

(b) Prove that if
w : Borel(U(C",C™)) — [0, 1] (7.464)
is a Borel probability measure on U(C", C™) satisfying
1(A) = p(UA) (7.465)

for every for every choice of a Borel subset A € Borel(U(C™, C™)) and
a unitary operator U € U(C™), then it must hold that u = v, where v
is the measure defined by a correct solution to part (a).

Exercise 7.3 Let X be a complex Euclidean space, let n = dim(X), and
define a mapping ® € CP(X) as

O(X) = n/{uuﬂX}uu*d,u(u) (7.466)

for all X € L(X), where p denotes the uniform spherical measure on S(&X).
Give a simple, closed-form expression for ®.
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Exercise 7.4 Let X be a complex Euclidean space, let n = dim(X), and
define a channel ® € C(X, X ® X) as

O(X) = n/<uu*, X)uu* @ uu* du(u) (7.467)

for all X € L(X), where u denotes the uniform spherical measure on S(X).
Give a closed-form expression for the minimum cloning fidelity

®) = inf F(®(vo* * * 4
a(P) St (@(vov™*), vv* ® vv¥) (7.468)

obtained through the use of ®. (Observe that ® is a sub-optimal cloning
channel, in the sense of Theorem 7.28, aside from the trivial case in which
dim(X) =1.)

Exercise 7.5 Prove that there exists a positive real number K with
the following property. For every positive integer n and every nonnegative
k-Lipschitz random variable

X : S(C) = [0,00), (7.469)

distributed with respect to the uniform spherical measure on S(C"), one has
that

Kk?
< —.

E(X?) - B(X)? (7.470)

n
Exercise 7.6 Prove that there exist positive real numbers K, > 0 for
which the following statement holds. For every choice of a complex Euclidean
space X, a k-Lipschitz nonnegative random variable

X - S(X) = [0,00), (7.471)

distributed with respect to the uniform spherical measure p on S(X), and
every positive real number € > 0, it holds that

Pr(‘X —E(x?)| > s> < chp(—%). (7.472)

The fact established by a correct solution to Exercise 7.5 is useful for proving
this result. (Observe that a correct solution to this problem establishes a
variant of Lévy’s lemma in which concentration occurs around the root-
mean-squared value of a nonnegative random variable, as opposed to its
mean or central values.)
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7.5 Bibliographic remarks

Permutation-invariant vectors and operators are commonly studied objects
in multilinear algebra, which is the subject of the books of Greub (1978) and
Marcus (1973, 1975), among others. These concepts and generalizations of
them are also relevant to the subject of representation theory, as explained
in the book of Goodman and Wallach (1998), for instance. Theorem 7.14 is
a finite-dimensional form of the double commutant theorem, also known as
the bicommutant theorem, proved by von Neumann (1930).

The existence of unitarily invariant measures on both the unit sphere
and the set of unitary operators in a complex Euclidean space is implied
by a much more general construction due to Haar (1933). Von Neumann
(1933) proved the uniqueness of the measures constructed by Haar, with
their two papers appearing consecutively in the same journal. This work
was further generalized by Weil (1979) and others. Due to the generality
of these notions, many books that include a discussion of Haar measure
do not consider the specialized definitions of uniform spherical measure or
Haar measure (for unitary operators in finite dimensions) of the sort that
has been presented in this chapter. Definitions of this type are, however,
fairly standard in random matrix theory. These definitions are rooted in
the work of Dyson (1962a,b,c) and Diaconis and Shahshahani (1987), and a
more broad overview of random matrix theory may be found in the book of
Mehta (2004).

The Werner twirling channel, defined in Example 7.25, was introduced
by Werner (1989) in the same paper, mentioned in the previous chapter,
that introduced the states now known as Werner states. Theorem 7.28 on
optimal cloning of pure states is also due to Werner (1998). The original
no-cloning theorem is generally attributed to Wootters and Zurek (1982)
and Deiks (1982), although an equivalent statement and proof appear in an
earlier paper of Park (1970). Although not published until 1983, a paper
of Wiesner (1983) proposing a scheme for unforgeable money based on
quantum information, relying implicitly on the assumption that quantum
states cannot be cloned, was allegedly written in the late 1960s.

Multiple versions of the quantum de Finetti theorem are known. These
theorems are so-named because they generalize theorems in combinatorics
and probability theory originally found in the work of de Finetti (1937). A
quantum information-theoretic variant of de Finetti’s eponymous theorem
was first proved by Hudson and Moody (1976) in 1976. Caves, Fuchs, and
Schack (2002) later gave a simpler proof of this theorem. Like the original
de Finetti theorem, this was a qualitative result regarding the behavior of
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an infinite number of identical systems. A finite quantum formulation of
de Finetti’s theorem, closer in spirit to classical results due to Diaconis and
Freedman (1980), was proved by Konig and Renner (2005). Theorems 7.12
and 7.26 and Corollary 7.27 were proved by Christandl, Kénig, Mitchison,
and Renner (2007), who improved on the error bounds and generalized the
results obtained by Koénig and Renner.

Theorem 7.31 and Corollary 7.32 are due to Watrous (2009a).

Readers interested in learning more about the phenomenon of measure
concentration are referred to the books of Ledoux (2001) and Milman and
Schechtman (1986). Theorems 7.37 and 7.40 are variants of a theorem due
to Lévy (1951). The proofs of these theorems appearing in this chapter have
mostly followed those in Appendix V of Milman and Schechtman’s book
(which are partially based on a technique due to Maurey and Pisier (1976)).
Multiple formulations of Dvoretzky’s theorem are known, with the original
having been proved by Dvoretzky around 1960 (Dvoretzky, 1961). Milman
(1971) gave a proof of Dvoretzky’s theorem in 1971 based on the measure
concentration phenomenon, which he was the first to explicitly identify.

To prove Theorem 7.49 on the non-additivity of the minimum output
entropy, a particularly sharp version of Dvoretzky’s theorem (as stated in
Theorem 7.42) is evidently required. The proof of this theorem, as well as its
application to Theorem 7.49, is due to Aubrun, Szarek, and Werner (2011).
The proof makes essential use of the chaining method of Talagrand (2006).

There are several known applications of the concentration of measure
phenomenon to quantum information theory, the first of which were due to
Hayden, Leung, Shor, and Winter (2004), Bennett, Hayden, Leung, Shor,
and Winter (2005), and Harrow, Hayden, and Leung (2004). Theorem 7.47
is a variant of a theorem due to Hayden, Leung, and Winter (2006).

Theorem 7.49 was proved by Hastings (2009), based in part on Hayden and
Winter’s disproof of the so-called mazimal p-norm multiplicativity conjecture
shortly before (Hayden and Winter, 2008). As suggested above, the proof
of Theorem 7.49 that has been presented in this chapter is due to Aubrun,
Szarek, and Werner (2011). The implications of Hastings discovery to the
study of channel capacities is discussed in the next chapter.

8

Quantum channel capacities

This chapter is focused on capacities of quantum channels for transmitting
information. The notion of a channel capacity has multiple, inequivalent
formulations in the quantum setting. For example, one may consider the
capacity with which classical or quantum information can be transmitted
through a channel, and different resources may be available to assist with
the information transmission, such as entanglement shared between a sender
and receiver before the information transmission takes place.

Three fundamental theorems are presented, characterizing the capacities
of quantum channels to transmit either classical or quantum information,
both with and without the assistance of prior shared entanglement. When
prior shared entanglement between the sender and receiver is not available,
these characterizations have a somewhat undesirable property: they require
a reqularization—or an averaging over an increasingly large number of uses
of a given channel—and fail to provide capacity formulas that are either
explicit or efficiently computable for this reason. The apparent need for such
regularizations is discussed in the last section of the chapter, along with the
related phenomenon of super-activation of quantum capacity.

8.1 Classical information over quantum channels

The general scenario to be considered throughout this chapter involves two
hypothetical individuals: a sender and a receiver. The sender attempts to
transmit information, either classical or quantum, to the receiver through
multiple, independent uses of a given channel ®. Schemes are considered in
which the sender prepares an input to these channel uses and the receiver
processes the output in such a way that information is transmitted with a
high degree of accuracy. As is standard in information theory, the chapter
mainly deals with the asymptotic regime, making use of entropic notions
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to analyze rates of information transmission in the limit of an increasingly
large number of independent channel uses.

The subject of the present section is the capacity of quantum channels to
transmit classical information, including both the case in which the sender
and receiver share prior entanglement and in which they do not. The first
subsection below introduces notions and terminology concerning channel
capacities that will be needed throughout the section, as well as in later parts
of the chapter. The second subsection is devoted to a proof of the Holevo—
Schumacher—Westmoreland theorem, which characterizes the capacity of a
channel to transmit classical information without the use of prior shared
entanglement. The final subsection proves the entanglement-assisted capacity
theorem, which characterizes the capacity of a channel to transmit classical
information with the assistance of prior shared entanglement.

8.1.1 Classical capacities of quantum channels

Five quantities that relate to the information-transmitting capabilities of
channels are defined below. The first two quantities—the classical capacity
and the entanglement-assisted classical capacity—are fundamental within
the subject of quantum channel capacities. The remaining three quantities
are the Holevo capacity, the entanglement-assisted Holevo capacity, and the
coherent information, all of which play important roles in the main results
to be presented.

The classical capacity of a channel

Intuitively (and somewhat informally) speaking, the classical capacity of a
channel describes the average number of classical bits of information that
can be transmitted, with a high degree of accuracy, through each use of that
channel. As is typical for information-theoretic notions, channel capacities
are more formally defined in terms of asymptotic behaviors, where the limit
of an increasing number of channel uses is considered.

When stating a precise mathematical definition of classical capacity, it is
convenient to refer to the emulation of one channel by another.

Definition 8.1 Let ® € C(X,Y) and ¥ € C(Z) be channels, for X', Y, and
Z being complex Euclidean spaces. It is said that the channel ® emulates
W if there exist channels E, € C(Z,X) and E,, € C(), Z) such that

U=2,0%,. (8.1)

When this relationship holds, the channel = is called an encoding channel
and =, is called a decoding channel.
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It is also convenient to refer to an approximation of a given channel by
another. In this chapter, such an approximation is always assumed to be
defined with respect to the completely bounded trace norm.

Definition 8.2 Let ¥y, Uy € C(Z) be channels, for Z being a complex
Euclidean space, and let € > 0 be a positive real number. The channel ¥ is
an g-approzimation to WUy (equivalently, Wy is an e-approzimation to Wy) if

1% — Waff], <e. (8.2)

The definition of the classical capacity of a channel, which makes use of
the previous two definitions, is as follows.

Definition 8.3 (Classical capacity of a channel) Let X and ) be complex
Euclidean spaces and let ® € C(X,)) be a channel. Let I' = {0, 1} denote
the binary alphabet, let Z = C, and let A € C(Z) denote the completely
dephasing channel defined with respect to the space Z.

1. A value a > 0 is an achievable rate for classical information transmission
through @ if (i) & = 0, or (ii) & > 0 and the following holds for every
positive real number € > 0: for all but finitely many positive integers n,
and for m = |an], the channel ®®" emulates an e-approximation to the
channel A®™,

2. The classical capacity of ®, denoted C(®), is the supremum value of all
achievable rates for classical information transmission through ®.

In the context of Definition 8.3, the completely dephasing channel A is
to be viewed as an ideal channel for transmitting a single bit of classical
information. When considering an emulation of the m-fold tensor product
A®™ of this ideal classical channel by the channel ®®”, no generality is lost
in restricting one’s attention to classical-to-quantum encoding channels =
and quantum-to-classical decoding channels =,. That is, one may assume

Ep=Z,A%" and E=,=A%"ZE,. (8.3)
This assumption causes no loss of generality because
H(A®"E,) @S (E,4%™) — AF™l],
= [|A®"(Ep @S, — AT AT, (84)
< [l2a8emz, - A7),

replacing a given choice of Z, and Z, by Z,A®™ and A®™Z, will never
decrease the quality of the emulation achieved.
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In light of this observation, the implicit use of the completely bounded
trace norm in Definition 8.3 may appear to be somewhat heavy-handed;
an equivalent definition is obtained by requiring that ®®" emulates some
channel ¥ € C(Z%™) satisfying

[ (AP ) (Bayamar-am) = Baramaran |y <& (8.5)

which is equivalent to

g
(Eayamarvan V(Bayamarean)) > 1= 3, (8.6)

for all aj ---ay € T™. An interpretation of this requirement is that every
string aj - - - ap, € I'™ is transmitted by ¥ with a probability of error smaller
than €/2.

There is, on the other hand, one benefit to using the stronger notion of
channel approximation defined by the completely bounded trace norm in
Definition 8.3, which is that it allows the quantum capacity (discussed later
in Section 8.2) to be defined in an analogous manner to the classical capacity,
simply replacing the dephasing channel A by the identity channel 1;,z,. (For
the quantum capacity, the completely bounded trace norm provides the most
natural notion of channel approximation.)

The following proposition is, perhaps, self-evident, but it is nevertheless
worth stating explicitly. The same argument used to prove it may be applied
to other notions of capacity as well; there is nothing specific to the classical
capacity that is required by the proof.

Proposition 8.4 Let & € C(X,Y) be a channel, for complex Euclidean
spaces X and Y, and let k be a positive integer. It holds that

C(D%F) = kC(®). (8.7)

Proof 1f it is the case that « is an achievable rate for classical information
transmission through ®, then it follows trivially that ak is an achievable
rate for classical information transmission through ®®*. It therefore holds
that

C(2%%) > EC(®). (8.8)

Now assume that o > 0 is an achievable rate for classical information
transmission through ®®*. For any £ > 0 and all but finitely many positive
integers n, the channel P@kn/k] therefore emulates an e-approximation to
A®™ for m = |a|n/k||. It will be proved that o/k — § is an achievable rate
for classical information transmission through @ for all § € (0,a/k). For
any integer n > k, the channel ®®" trivially emulates any channel emulated
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by ®@®kL"/k] and for § € (0,a/k), one has that a|n/k| > (a/k — &)n for
all but finitely many positive integers n. It therefore holds, for any ¢ > 0,
and all but finitely many positive integers n, that the channel ®®" emulates
an e-approximation to A®™ for m = |(a/k — §)n], implying that a/k — §
is an achievable rate for classical information transmission through ®. In
the case that @ = 0, one has that «/k is trivially an achievable rate for
classical information transmission through ®. Taking the supremum over all
achievable rates, one finds that

C(®) > - C(2%F), (8.9)

which completes the proof. O

The entanglement-assisted classical capacity of a channel

The entanglement-assisted classical capacity of a channel is defined in a
similar way to the classical capacity, except that one assumes the sender and
receiver may share any state of their choosing prior to the transmission of
information through the channel. (As separable states provide no advantage
in this setting, the shared state is generally assumed to be entangled.) The
ability of the sender and receiver to share entanglement, as compared with
the situation in which they do not, can result in a significant increase in the
classical capacity of a quantum channel. For instance, shared entanglement
doubles the classical capacity of the identity channel through the use of
dense coding (discussed in Section 6.3.1), and an arbitrary (constant-factor)
increase is possible for other choices of channels.

A formal definition for the entanglement-assisted classical capacity of
a channel requires only a minor change to the definition of the ordinary
classical capacity: the definition of an emulation of one channel by another
is modified to allow for the existence of a shared state as follows.

Definition 8.5 Let ® € C(X,)) and ¥ € C(Z) be channels, for X, Y,
and Z being complex Euclidean spaces. The channel ® emulates W with the
assistance of entanglement if there exists a state £ € D(V®W) and channels
E,€C(Z2®V,X)and =, € C(Y ®W, Z), for complex Euclidean spaces 1V
and W, such that

U(2) = (o (PEe @ Lom))(Z ®€) (8.10)

for all Z € L(Z). (See Figure 8.1 for an illustration of the channel represented
by the right-hand side of this equation.) When this relationship holds, the
channel Z; is called an encoding channel, Z, is called a decoding channel,
and £ is referred to as the shared state that assists this emulation.
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Figure 8.1 An illustration of the map Z — (2, (®=; ® ]lL(W)))(Z ® &)
referred to in Definition 8.5.

Aside from the modification represented by the previous definition, the
entanglement-assisted classical capacity is defined in an analogous way to
the ordinary classical capacity.

Definition 8.6 (Entanglement-assisted classical capacity of a channel) Let
® € C(X,)) be a channel, for complex Euclidean spaces X and ), let
I' = {0, 1} denote the binary alphabet, let Z = C', and let A € C(Z) denote
the completely dephasing channel defined with respect to the space Z.

1. A value o > 0 is an achievable rate for entanglement-assisted classical
information transmission through @ if (i) @ = 0, or (ii) a > 0 and the
following holds for every positive real number £ > 0: for all but finitely
many positive integers n, and for m = |an|, the channel ®®" emulates
an e-approximation to A®™ with the assistance of entanglement.

2. The entanglement-assisted classical capacity of ®, denoted Cy(®), is the
supremum over all achievable rates for entanglement-assisted classical
information transmission through ®.

Through the same argument used to prove Proposition 8.4, one has that
the following simple proposition holds.

Proposition 8.7 Let ® € C(X,Y) be a channel, for complex Euclidean
spaces X and Y, and let k be a positive integer. It holds that

Cp(D9F) = kC, (D). (8.11)

The Holevo capacity of a channel

Suppose that X is a complex Euclidean space, ¥ is an alphabet, p € P(X)
is a probability vector, and {p, : a € ¥} C D(X) is a collection of states.
Letting 1 : ¥ — Pos(X) be the ensemble defined as

n(a) = p(a)pa (8.12)
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for each a € ¥, one has that the Holevo information of 7 is given by

x(n) = H(Z p(a)pa) — Y p(a) H(pa). (8.13)

acXx acx

Based on this quantity, one may define the Holevo capacity of a channel in
the manner specified by Definition 8.8 below. This definition will make use
of the following notation: for any ensemble 1 : ¥ — Pos(X’) and any channel
® € C(X,)), one defines the ensemble ®(n) : ¥ — Pos(Y) as

(@(n))(a) = B (n(a)) (8.14)

for each a € X. That is, ®(n) is the ensemble obtained by evaluating ® on
the ensemble 7 in the most natural way.

Definition 8.8 Let ® € C(X,)) be a channel, for X and ) being complex
Euclidean spaces. The Holevo capacity of @ is defined as

x(®) = sup X(@(n)), (8.15)

where the supremum is over all choices of an alphabet ¥ and an ensemble
of the form 7 : ¥ — Pos(X).

Two restrictions may be placed on the supremum (8.15) in Definition 8.8
without decreasing the value that is defined for a given channel. The first
restriction is that the supremum may be replaced by a maximum over all
ensembles of the form 7 : ¥ — Pos(&X), for ¥ being an alphabet of size

12| = dim(&X)>2. (8.16)

Second, the ensembles may be restricted to ones for which rank(n(a)) < 1
for each a € 3. The following proposition is useful for proving that this is so.

Proposition 8.9 Let ® € C(X,)) be a channel, for complex Euclidean
spaces X and Y, let ¥ be an alphabet, and let n : ¥ — Pos(X) be an ensemble.
There exists an alphabet T' and an ensemble 6 : T' — Pos(X) such that

1. rank(0(b)) <1 for each b €T, and
2. x(®(n) < x(®(0))-

Proof Assume that A is the alphabet for which X = C%, and let

n(a) = AapTapip (8.17)
beA
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be a spectral decomposition of n(a) for each a € ¥. The requirements of the
proposition hold for the ensemble 6 : ¥ x A — Pos(X) defined by

9(0,, b) = Aa,bma,bx;b (818)

for each (a,b) € ¥ x A. It is evident that the first property holds, so it
remains to verify the second.

Define £ = C* and W = CA, and consider three registers Y, Z, and
W corresponding to the spaces ), Z, and W, respectively. For the density
operator p € D(Y ® Z ® W) defined as

P = Z )\a,bq)(ma,bx;b) ® Ea,a & Eb,b7 (819)
(a,b)eXxA

one has that the following two equalities hold:
x(®(9)) = D(p[Y,Z,W] [ p[Y] @ p[Z,W]),
x(@(n)) = D(p[Y, Z][ p[Y] @ p[Z]).
The inequality x(®(n)) < x(®(0)) follows from the monotonicity of the

(8.20)

quantum relative entropy function under partial tracing (which represents
a special case of Theorem 5.35). O

Theorem 8.10 Let X and Y be complex Fuclidean spaces, let ® € C(X,Y)
be a channel, and let ¥ be an alphabet having size |S| = dim(X)2. There
exists an ensemble n : X — Pos(X) such that

X(@(n)) = x(®). (8.21)
One may assume, in addition, that rank(n(a)) <1 for each a € X.

Proof Consider an arbitrary ensemble of the form 6 : T' — Pos(X), for T’
being any alphabet, and let

oc=> 60(a) (8.22)
acl

denote the average state of the ensemble 6. Through Proposition 2.52, one
finds that there must exist an alphabet A, a probability vector p € P(A),
and a collection of ensembles {6, : b € A} taking the form 6, : I' — Pos(X),
each satisfying the constraint

> by(a) =0 (8.23)
acl’

and possessing the property

[{a €T : 6y(a) # 0}] < dim(X)?, (8.24)
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so that 6 is given by the convex combination

0="> p(b)be. (8.25)

beA

By Proposition 5.48 it follows that
X(®(0)) < > p(b)x(®(6)), (8.26)

beA

and so there must exist at least one choice of a symbol b € A for which
p(b) > 0 and

X(®(0)) < x(2(6s)). (8.27)
Fix any such choice of b € A, and let
Io={a el : Oy(a) #0}. (8.28)

For an arbitrarily chosen injective mapping f : I'g — X, one obtains an
ensemble 7 : ¥ — Pos(X) such that

X(@(n) = x(©(9)) (8.29)

by setting n(f(a)) = 6y(a) for every a € Ty and n(c) = 0 for ¢ € f(Ty).
Because the argument just presented holds for an arbitrary choice of an
ensemble 6, it follows that

x(®) = Sup X(@(n)), (8.30)

where the supremum is over all ensembles of the form 7 : ¥ — Pos(X). As
the set of all such ensembles is compact, there must exist an ensemble of the
same form for which the equality (8.21) holds.

The additional restriction that rank(n(a)) < 1 for each a € ¥ may be
assumed by first using Proposition 8.9 to replace a given ensemble 6 by one
satisfying the restriction rank(f(a)) < 1 for each a € T, and then proceeding
with the argument above. This results in an ensemble 1 : 3 — Pos(X) with
rank(n(a)) <1 for each a € ¥, and such that (8.21) holds, which completes
the proof. O

The entanglement-assisted Holevo capacity of a channel

Along similar lines to the entanglement-assisted classical capacity, which
mirrors the definition of the classical capacity in a setting where the sender
and receiver initially share a state of their choosing, one may define the
entanglement-assisted Holevo capacity of a channel. The following definition
is helpful when formalizing this notion.
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Definition 8.11 Let X be an alphabet, let X and ) be complex Euclidean
spaces, let n: ¥ — Pos(X ® ) be an ensemble, and let

p=>_nla) (8.31)

a€x

denote the average state of 7. It is said that n is homogeneous on Y if it
holds that

Trx(n(a)) = Tr(n(a)) Trx(p) (8.32)
for every a € X.

A simple operational characterization of ensembles homogeneous on a given
complex Euclidean space is provided by the following proposition. In essence,
it states that this sort of ensemble is one obtained by applying a randomly
selected channel to the opposite subsystem of a fixed bipartite state.

Proposition 8.12 Let X be an alphabet, let X and Y be complex Euclidean
spaces, and let n : ¥ — Pos(X ® ) be an ensemble. The following three
statements are equivalent:

1. The ensemble n is homogeneous on ).

2. There exists a complex Euclidean space Z, a state 0 € D(Z2® Y), a
collection of channels {®, : a € ¥} C C(Z,X), and a probability vector
p € P(X), such that

n(a) = p(a)(Pq @ Ly yy)(0) (8.33)

for every a € X.
3. Statement 2 holds under the additional assumption that o = uu* for
some choice of a unit vector u € Z® ).

Proof The fact that the second statement implies the first is immediate,
and the third statement trivially implies the second. It therefore remains to
prove that the first statement implies the third.

To this end, assume that 7 is homogeneous on ), let p denote the average
state of the ensemble 7, and let

§="Trx(p). (8.34)

Let Z be a complex Euclidean space of dimension rank(§), and let u € ZQY
be a unit vector that purifies &:

Trz(uu®) =¢&. (8.35)
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As n is homogeneous on ), it therefore holds that
Tr(n(a)) Trz(uu®) = Trx(n(a)) (8.36)

for every a € ¥. By Proposition 2.29, one concludes that there must exist a
channel ®, € C(Z, X) such that

n(a) = Tr(n(a)) (o ® i) (un”) (8.37)
for every a € X. Setting o = wu* and p(a) = Tr(n(a)) for each a € X
completes the proof. O

Definition 8.13 Let & € C(X,)) be a channel, for complex Euclidean
spaces X and ). The entanglement-assisted Holevo capacity of ® is the
quantity x(®) defined as

Xe(®) = Sgpx((‘b ® Liowy) (M), (8.38)

where the supremum is over all choices of a complex Euclidean space W, an
alphabet ¥, and an ensemble 7 : ¥ — Pos(X ® W) homogeneous on W.

The relationship between the entanglement-assisted classical capacity and
the entanglement-assisted Holevo capacity is discussed in Section 8.1.3. In
this context, for a given ensemble that is homogeneous on W, the bipartite
state whose existence is implied by Proposition 8.12 may be seen as being
representative of a state shared between a sender and receiver that facilitates
information transmission.

The coherent information

The final quantity, associated with a given channel, that is to be defined in
the present subsection is the coherent information.

Definition 8.14 Let ® € C(X,Y) be a channel and let o € D(X) be a
state, for complex Euclidean spaces X and ). The coherent information of
o through ® is the quantity I.(c; ®) defined as

Io(0; @) = H(®(0)) — H((® @ 1) (vee(va) vee(va) ")), (8:39)

The mazimum coherent information of ® is the quantity
I.(®) = max I.(o;®). (8.40)
In general terms, the coherent information of a state o through a channel

® quantifies the correlations that exist after ® is applied to a purification
of o. The definition implicitly takes this purification to be vec(y/o) for the
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sake of simplicity and concreteness; any other purification would result in
the same quantity.
Consider the state

p= (@ L) (vee(va) vee(v/0)") € DY ® X) (8.41)

of a pair of registers (Y, X), corresponding to the spaces Y and X, as
suggested by the definition above. One has that the coherent information
I.(0;®) of o through @ is equal to H(Y) — H(Y, X). The quantum mutual
information between Y and X is therefore given by

I(Y : X) =1.(0; ®) + H(0). (8.42)

While it is not immediately clear that the coherent information is relevant
to the notion of channel capacity, it will be proved later in the chapter that
this quantity is fundamentally important with respect to the entanglement-
assisted classical capacity and the quantum capacity (to be defined later in
Section 8.2).

The following proposition establishes an intuitive fact: with respect to an
arbitrary choice of an input state, feeding the output of one channel into a
second channel cannot lead to an increase in coherent information.

Proposition 8.15 Let ® € C(X,)) and ¥ € C(Y, Z) be channels and let
o € D(X) be a state, for complex Euclidean spaces X, Y, and Z. It holds
that

I.(o;9®) <I.(0;®P). (8.43)
Proof Choose complex Euclidean spaces VW and V, along with isometries

AeUX,YW) and B € U(Y, Z®YV), so that Stinespring representations
of ® and ¥ are obtained:

B(X) = Trw(AXA*) and W(Y) = Try(BY BY) (8.44)
forall X € L(X) and Y € L()). Define a unit vector u € ZQ VW ® X as
u=(Bo1ly @1ly)(A®1Ly)vec(vo). (8.45)

Now, consider four registers Z, V, W, and X, corresponding to the spaces
Z,V, W, and X, respectively. Assuming the compound register (Z,V, W, X)
is in the pure state uu*, one has the following expressions:

Io(o;®) = H(Z,V) - H(Z,V,X),

(8.46)
I.(0; U®) = H(Z) — H(Z, X).

The proposition follows from the strong subadditivity of the von Neumann
entropy (Theorem 5.36). O
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It is convenient to refer to the notion of complementary channels in some
of the proofs to be found in the present chapter. This notion is defined as
follows.

Definition 8.16 Let ® € C(X,)) and ¥ € C(X, Z) be channels, for
X, Y, and Z being complex Euclidean spaces. It is said that & and ¥ are
complementary if there exists an isometry A € U(X,Y ® Z) for which it
holds that

P(X)=Trz(AXA*) and ¥(X)=Try(AXAY) (8.47)
for every X € L(X).

It is immediate from Corollary 2.27 that, for every channel ® € C(X,)),
there must exist a complex Euclidean space Z and a channel ¥ € C(X, Z)
that is complementary to ®; such a channel ¥ is obtained from any choice
of a Stinespring representation of .

Proposition 8.17 Let ® € C(X,Y) and ¥ € C(X, Z) be complementary
channels and let o € D(X) be a state, for complex Fuclidean spaces X, Y,
and Z. It holds that

Ieo(o; @) = H(®(0)) — H(¥(0)). (8.48)

Proof By the assumption that ® and ¥ are complementary, there must
exist an isometry A € U(X,Y ® Z) such that the equations (8.47) hold for
every X € L(X). Let X, Y, and Z be registers corresponding to the spaces
X, Y, and Z, define a unit vector u € Y @ Z @ X as

u=(A®1ly)vec(\o). (8.49)

With respect to the pure state uu* of the compound register (Y,Z,X), it
holds that H(Z) = H(Y, X), and therefore

H((® @ 1) (vee(va) vee(va)”) ) = H(¥(a)), (8.50)

from which the proposition follows. O

8.1.2 The Holevo—Schumacher—Westmoreland theorem

The Holevo—Schumacher—Westmoreland theorem, which is stated and proved
in the present section, establishes that the classical capacity of a quantum
channel is lower-bounded by its Holevo capacity, and that by regularizing
the Holevo capacity one obtains a characterization of the classical capacity.
The notion of a classical-to-quantum product state channel code, along with
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a few mathematical results that are useful for analyzing these codes, will
be introduced prior to the statement and proof of the Holevo—Schumacher—
Westmoreland theorem.

Classical-to-quantum product state channel codes

When studying the classical capacity of quantum channels, it is instructive
to consider a related but somewhat more basic task of encoding classical
information using fixed sets of quantum states. When this task is connected
with the notion of the classical capacity of a channel, a link must be made
between the particular set of states used to encode classical information and
the given channel—but it is reasonable to begin by examining the task of
encoding classical information into quantum states in isolation.

Throughout the discussion that follows, I' = {0, 1} will denote the binary
alphabet and

{041 a €2} C D) (8.51)

will denote a fixed collection of states, for X being a complex Euclidean
space and ¥ being an alphabet.! The situation to be considered is that
binary strings, representing classical information, are to be encoded into
tensor products of quantum states drawn from the collection (8.51) in such
a way that each binary string can be recovered from its encoding with high
probability.

In more precise terms, it is to be assumed that positive integers n and m
have been selected, and that every binary string by - - - b,, € I'™ of length m
is to be encoded by a product state having the form

Oay @+ ® 0q, € DX, (8.52)

for some choice of a string ay - --a, € X". That is, a function f : "™ — X"
is to be selected, and each string by ---b, € I'™ is to be encoded by the
state (8.52) for ay - -a, = f(b1 -+ by). When discussing this sort of code, it
is convenient to make use of the shorthand notation

Cayoan = Oay @+ Q 0q, (8.53)
for each string a; - - - a,, € X", and with respect to this notation one has that
O f(bybm) € D(X®n) (8.54)

denotes the state that encodes the string by - - - b,, € T'™.

1 The entire discussion could be generalized to allow for arbitrary alphabets I' in place of the
binary alphabet. As there is little gain in doing this from the perspective of this book, the
assumption that I' = {0, 1} is made in the interest of simplicity.
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From the encoding of a given binary string, one may hope to decode this
string by means of a measurement. Such a measurement takes the form
p o '™ — Pos(X®"), and succeeds in successfully recovering a particular
string by - - - by, from its encoding with probability

</L(b1 b)), Uf(b1---bm)>' (8.55)

As a general guideline, one is typically interested in coding schemes for
which the probability of a successful decoding is close to 1 and the ratio
m/n, which represents the rate at which classical information is effectively
transmitted, is as large as possible. The following definition summarizes
these notions.

Definition 8.18 Let X be an alphabet, let X be a complex Euclidean
space, let

{04 :a €2} CD(X) (8.56)

be a collection of states, let I' = {0,1} denote the binary alphabet, and let
n and m be positive integers. A classical-to-quantum product state channel
code for the collection of states (8.56) is a pair (f, u) consisting of a function
and a measurement of the forms

f:I™—=3" and p:I™ — Pos(X®"). (8.57)

The rate of such a code is equal to the ratio m/n, and the code is said to
have error bounded by § if it holds that

<,Lt(b1 ce bm), gf(bl"'bm)> >1-94 (858)
for every string by - - - by, € I'™.

Remark The term channel code is used in this definition to distinguish
this type of code from a source code, as discussed in Chapter 5. The two
notions are, in some sense, complementary. A channel code represents the
situation in which information is encoded into a state that possesses some
degree of randomness, while a source code represents the situation in which
information produced by a random source is encoded into a chosen state.

It is evident that some choices of sets {0, : @ € ¥} are better suited to
the construction of classical-to-quantum product state channel codes than
others, assuming one wishes to maximize the rate and minimize the error of
such a code. For the most part, the analysis that follows will be focused on
the situation in which a set of states has been fixed, and one is interested in
understanding the capabilities of this particular set, with respect to classical-
to-quantum product state channel codes.
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Typicality for ensembles of states

The notion of typicality is central to the proofs of multiple theorems to
be presented in the current chapter, including a fundamental theorem on
the existence of classical-to-quantum product state channel codes possessing
certain rates and error bounds.

A standard definition of typicality was introduced in Section 5.3.1—but
it is an extension of this definition to ensembles of states that will be used
in the context of channel coding. The following definition is a starting point
for a discussion of this concept, providing a notion of typicality for joint
probability distributions.

Definition 8.19 Let p € P(X x I') be a probability vector, for alphabets
Y and I, and let ¢ € P(X) be the marginal probability vector defined as
g(a) = _pla,b) (8.59)
bel
for each a € X. For every choice of a positive real number ¢ > 0, a positive
integer n, and a string ay - - - a,, € X" satistfying ¢(a1) - - - q(an) > 0, a string
bi---b, € I'™ is said to be e-typical conditioned on ai - - - a, € X" if

g-n(H()-H(@+e) o PLALB) Pl bn) o niip)-H@-) (g 60)
q(a1)---q(an)
One writes Ky, ...q,,(p) to denote the set of all such strings by - -- b, € I'".

It is also convenient to define Ky, ...q, - (p) = @ for any string a; - - - a, € X"
for which ¢(a1)---g(an) = 0. When a probability vector p € P(X x I') is
fixed, or can safely be taken as being implicit, the notation Ky, ..q,,. may
be used in place of Ky, ...q,.¢(D)-

Intuitively speaking, if one were to select strings aj---a, € X" and
by---b, € I' by independently choosing (a1,b1),..., (an,b,) at random,
according to a given probability vector p € P(X x I'), then it would be
reasonable to expect by - - - by, to be contained in Ky, ...q,,c(p), with this event
becoming increasingly likely as n becomes large. This fact is established by
the following proposition, which is based on the weak law of large numbers
(Theorem 1.15)—the methodology is essentially the same as the analogous
fact (Proposition 5.42) that was proved in regard to the standard definition
of typicality discussed in Section 5.3.1.

Proposition 8.20 Letp € P(X xT') be a probability vector, for alphabets
Y and I'. For every e > 0 it holds that
lim > > p(ay,b1) - plan, by) = 1. (8.61)

n—oo
1R €S b1-bp€Kay - an e
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Proof Let g € P(X) be the marginal probability vector defined as
g(a) =) _pla,b) (8.62)
bel’

for each a € X, and define a random variable X : 3 x I" — [0, 00) as

wa)_{—kg@ww»+kgmm» ipad) >0 o

0 if p(a,b) =0

and distributed according to the probability vector p. The expected value of
this random variable is given by

E(X) = H(p) — H(q). (8.64)

Now, for any positive integer n, and for Xi,...,X,, being independent
random variables, each identically distributed to X, one has

X4+ L X
pr(lg_
mn

<mm—H@ﬂ<g
= Z Z plai,b1) -« plan, by).

ai-anEX™ bl"'bnEKa1-~~an,5

(8.65)

The conclusion of the proposition therefore follows from the weak law of
large numbers (Theorem 1.15). O

The next proposition places an upper bound on the expected size of the
set Kg,...an,e- It is analogous to Proposition 5.43 for the standard definition
of typicality.

Proposition 8.21 Let p € P(X x T') be a probability vector, for alphabets
Y and T, and let ¢ € P(X) be the marginal probability vector defined as

q(a) =) _pla,b) (8.66)
bel’

for each a € ¥. For every positive integer n and every positive real number
e >0, it holds that

ST qlar) - qan) | Kaya, o (p)| < 200H@)H@F), (8.67)
a1---an62“
Proof For each string a; - - - a, € X" satisfying ¢(a1) - - - ¢(an) > 0 and each
string by - - - by, € K, ...q, £(p), one has

9—n(H(p)~H(g)+e) _ p(a1,b1) - p(an, by)
Q(al)"'q(an)

, (8.68)
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and therefore

27n(H(p)7H(q)+a) Z Q(al) T Q(an)|Ka1~-~an,s(p)|

aj-an€X™

-y Y ala) (a2 OO

a1--an€X™ by--bpn€Kay - -an e (p)

< Z Z plar,br) - p(an,by) <1,

a1++an€X" b1--bpn€Kaq - ap,e
from which the proposition follows. O

The notion of typicality for joint probability distributions established by
Definition 8.19 may be extended to ensembles of quantum states in a fairly
straightforward fashion, by referring to spectral decompositions of the states
in an ensemble.

Definition 8.22 Let n: ¥ — Pos(X) be an ensemble of states, for X' a
complex Euclidean space and ¥ an alphabet, and let I" be an alphabet such
that |T'| = dim(X). By the spectral theorem (as stated by Corollary 1.4), it
follows that one may write

n(a) =Y pla,b)ug pug, (8.70)
bel

for some choice of a probability vector p € P(X x I') and an orthonormal
basis {uqp : b € T'} of X for each a € X. With respect to the ensemble 7, and
for each positive real number € > 0, each positive integer n, and each string
ay---a, € X", the projection onto the e-typical subspace of X®" conditioned
on ai---ay, is defined as

*
Aal...an,E = Z Uqy,by u:;l;bl ®-® uambnuambn' (871)
b1-bn€Kay - -an.e(P)

Remark For a fixed choice of a string a;---a, € X", one has that the
inclusion of each string by - - - by, in Kg,...q,, ¢(p) is determined by the multiset
of values {p(a1,b1), . ..,p(an, bn)} alone. Thus, the same is true regarding the
inclusion of each rank-one projection in the summation (8.71). It follows that
the projection Ag,...q,,. specified by Definition 8.22 is uniquely defined by
the ensemble 7, and is independent of the particular choices of the spectral
decompositions (8.70).

Facts analogous to the previous two propositions, holding for ensembles
rather than joint probability distributions, follow directly.
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Proposition 8.23 Let n: X — Pos(X) be an ensemble of states, for X a
complex Euclidean space and ¥ an alphabet. For every € > 0, it holds that
lim Z (Agyvane,n(ar) ® - ®@n(an)) = 1, (8.72)

n—oo
al--ap €L

where, for each positive integer n, and each string ai---an € X%, Agy.an,e
is the projection onto the e-typical subspace of X&™ conditioned on ay - - - ay,,
with respect to the ensemble 1. Moreover, one has

ST Tr(n(ar)) - Te(n(an)) Tr(Aayay,e) < 2M7H) (8.73)
ay-an€EX™
for
_ c(n(a n(a)
p= 3 Trln(a) H(Tr(n(a»)' (8.74)
n(a)#0
Proof For each a € X, let
n(a) = Zp(a, b)Uq by p (8.75)

bell

be a spectral decomposition of 7(a), as described in Definition 8.22, and
define ¢ € P(X) as

g(a) = _p(a,b) (8.76)

bel

(which is equivalent to g(a) = Tr(n(a))). For each positive integer n, each
positive real number £ > 0, and each string a; - - - a, € X", one has

(Rarvcanesn@) @+ @ n(an))
= 3 plarby) - planba), (8.77)

bre-bn €Ky e

and moreover
B=H(p)—H(q) and Tr(Agane) = [Kajanel- (8.78)

The proposition therefore follows from Propositions 8.20 and 8.21. O

A useful operator inequality

It is helpful to make use of an operator inequality, stated as Lemma 8.25
below, when analyzing the performance of classical-to-quantum product
state channel codes. The proof of this inequality makes use of the following
fact regarding square roots of positive semidefinite operators.
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Lemma 8.24 (Operator monotonicity of the square root function) Let X
be a complex Fuclidean space and let P,Q € Pos(X) be positive semidefinite
operators. It holds that

VP <\/P+Q. (8.79)
Proof The block operator
P VP, (@ 0\_(P+Q VP
(50 0)

is positive semidefinite. As [P + @Q,1] = 0 and /P is Hermitian, it follows
by Lemma 5.29 that

VP <VP+QV1=\P+Q, (8.81)
as required. O

Remark It is not difficult to prove Lemma 8.24 directly, without relying
on Lemma 5.29, by using spectral properties of operators that were also
employed in the proof of that lemma.

Lemma 8.25 (Hayashi-Nagaoka) Let X be a complex Euclidean space,
let P,@Q € Pos(X) be positive semidefinite operators, and assume P < 1. It
holds that

1—\/(P+Q* P/ (P+Q)* <2(1-P)+4Q. (8.82)
Proof For every choice of operators A, B € L(X), one has
0<(A-B)(A—B)*=AA"+ BB* — (AB* + BA"), (8.83)
and therefore AB* + BA* < AA* + BB*. Setting
A=X/Q and B=(1-X)/Q, (8.84)
for a given operator X € L(X), yields
XQ —X) + (1 - X)QX* < XQX*+ (1 - X)Q(1 — X)*,  (8.85)
and therefore

Q=XQX"+XQ1-X)"+(1-X)QX"+ (1 -X)Q(1 — X)*

(8.86)
<2XQX* +2(1 — X)Q(1 — X)*.

For the specific choice X = /P + @, one obtains

Q< 2\/P+QQ\/P+Q+2(11 — \/P+Q)Q<ll - \/P+Q>, (8.87)
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and from the observation that Q < P + Q it follows that
Q<2V/P+QQVP+Q
+2(1-VP+Q) (P+Q) (1-VP+Q) (8.88)
= VP+Q(21+4Q - 4/P+Q+2P) VP +Q.

Using the fact that P < 1 together with Lemma 8.24, one has

P<VP<\P+Q, (8.89)
and therefore
Q< \/P+Q(21172P+4Q)\/P+Q. (8.90)

Conjugating both sides of this inequality by the Moore-Penrose pseudo-
inverse of /P + @ yields

VP +QHQ (P +Q < 2Mypprg) — 2P +4Q. (891
It follows that
1-\/(P+Q*+P/(P+Q)*

=1~ Thpsg) + (P + Q)T Q /(P + Q) (8.92)
ST+ 1hmpig) — 2P +4Q
<2(1 - P)+4Q,

as required. O

An existence proof for classical-to-quantum product state channel codes

Returning to the discussion of classical-to-quantum product state channel
codes, assume as before that an alphabet ¥, a complex Euclidean space X,
and a collection of states

{04 : a €2} CD(X) (8.93)

has been fixed, and let I' = {0, 1} denote the binary alphabet. It is natural
to ask, for any choice of a positive real number 6 > 0 and positive integers
m and n, whether or not there exists a classical-to-quantum product state
channel code (f, 1) for this collection, taking the form

f:T™ =" and p:I™ — Pos(X®") (8.94)

and having error bounded by 4.
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In general, one may expect that making such a determination is not
tractable from a computational point of view. It is possible, however, to
prove the existence of reasonably good classical-to-quantum product state
channel codes through the probabilistic method: for suitable choices of n,
m, and d, a random choice of a function f : I'™ — X" and a well-chosen
measurement g : I — Pos(X®") are considered, and a coding scheme with
error bounded by § is obtained with a nonzero probability. The theorem
that follows gives a precise statement regarding the parameters n, m, and §
through which this methodology proves the existence of classical-to-quantum
product state channels codes.

Theorem 8.26 Let X be an alphabet, let X be a complex FEuclidean space,
let

{04 : a €3} CD(X) (8.95)

be a collection of states, and let T' = {0,1} denote the binary alphabet. Also
let p € P(X) be a probability vector, let n : ¥ — Pos(X) be the ensemble
defined as

n(a) = p(a)oa (8.96)

for each a € X, assume « is a positive real number satisfying o < x(n),
and let § > 0 be a positive real number. For all but finitely many positive
integers n, and for m = |an]|, there exists a function f : T — X" and a
measurement p : I'™ — Pos(X®") such that

<,u(b1 s bm), Uf(b1---bm)> >1—-96 (8.97)
for every by --- by, € T™.

Proof Tt will first be assumed that n and m are arbitrary positive integers.
As suggested previously, the proof makes use of the probabilistic method:
a random function g : I+t — 3" is chosen from a particular probability
distribution, a decoding measurement p is defined for each possible choice
of g, and the expected probability of a decoding error for the pair (g, i) is
analyzed. As is to be explained later in the proof, this analysis implies the
existence of a channel coding scheme (f, i), where f : '™ — X" is derived
from g, satisfying the requirements theorem for all but finitely many n and
for m = |an].

The particular distribution from which ¢ is to be chosen is one in which
each individual output symbol of g is selected independently according to
the probability vector p. Equivalently, for a random selection of g according
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to the distribution being described, one has that

Pr(g(b1 - bmt1) = a1~ an) = plar) - plan) (8.98)

for every choice of by ---byr1 € I and a;---a, € ", and moreover
the outputs of a randomly chosen ¢ on distinct choices of the input string
b1 - - - b1 are uncorrelated.

The specification of the decoding measurement u that is to be associated
with a given ¢ is not chosen randomly; a unique measurement is defined for
each g in a way that is dependent upon the ensemble 7. First, let € > 0 be
a sufficiently small positive real number such that the inequality

o < x(n) -3¢ (8.99)

holds. For each string a; - --a, € X7, let Ag,...4, denote the projection onto
the e-typical subspace of X®" conditioned on a - - - a,,, with respect to the
ensemble 7, and let II,, be the projection onto the e-typical subspace of X®"
with respect to the average state

o= pla)o, (8.100)

a€y

of the ensemble 7. (As € has been fixed, the dependence of Ag;...q, and II,
on ¢ is not written explicitly, allowing for slightly less cluttered equations.)
Next, for a given choice of a function g : T™*! — %" define an operator

Q = Z H”Ag(b1~-~bm+1)nn7 (8101)

bl "'bm+1 6[‘m+1

and, for each binary string by - - - b1 € T™ 1!, define an operator

Qbybmss =\ QF Ty Aoy 1y Tt/ Q. (8.102)
Each operator Q, ...4,,,, is positive semidefinite, and moreover
> Qbybmrr = Mim(q)- (8.103)

bl"'bm+1€F7”+1

Finally, the measurement g : I™! — Pos(X®") to be associated with g is
defined as

1
M(bl N bm+1) = lemanJ + W(]l - Hlm(Q)) (8.104)

for each by -+ - by € T™FL
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For each choice of g, the probability that the measurement p associated
with g errs in recovering a string by ---bpy1 € I'™F! from its encoding is
equal to

<I[ — ,u(b1 e bm+1)7 Ug(bl"'bm+1)>' (8105)

The next phase of the proof establishes an upper bound on the average error
probability

1
W Z <]l - M(bl e bm+1), Ug(b1~~~bm+1)>a (8106)
by b1 ETMFL

for a uniformly chosen string by ---by41 € I+l To bound this average
probability of error, one may first observe that Lemma 8.25 implies that

1-— le b1

(8.107)
<2 (1 - H”Ag(bl"'bm+1)nn) + 4(Q - HnAg(bl"'bm+1)Hn)

for each by ---byy1 € T For a fixed choice of g, the probability of an
error in recovering a given string by - - - by, 41 is therefore upper-bounded by

2(0 = T A (b, by ) s Oty biin))

(8.108)
+ 4<Q - HnAg(bl"‘ber+1)Hn7 Ug(bl"'berl)>'

The expected value of this expression will be shown to be small, under the
additional assumption that m = |an|, when by --- by, 1 € I™F! is chosen
uniformly and g is chosen according to the distribution described above.

The first term in the expression (8.108) will be considered first. To prove
an upper bound on the expected value of this quantity, it is convenient to
make use of the operator identity

ABA=AB+ BA—-B+(1-A4)B(1 - A). (8.109)
In particular, for any choice of a string a; - - - a, € X", this identity implies

<HnAa1 weann, Oqy-ay, >

= <HnAa1---an7 aal...an> + <Aa1~~aan7 aal...an> — <Aa1.“an, Ual...an>
+ (1 —1L)Ag; q, (L —11,), 00y a )

> <HnAa1...an, aal...an> + <Aa1-~aan7 aal...an> — <Aa1.“an, O’al...an>.

(8.110)
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As Ay, ..q, is a projection operator and commutes with og,...q,, it follows
that

(T Ay ans Taran ) + Nayan s Gagoan ) — (Nayeman s Tayeoay )
= <2Hn —1,A0 0000100 )
= (20, — 1,04;.q,) + (1 — 2, (1 — Agy o0 )00y an ) (8.111)
> (211, — 1, 041wan) — {1 — Mgy oans Tarean )
= 2<Hn, 0a1~~an> + <Aa1...an, Ual...an> — 2.
By combining the inequalities (8.110) and (8.111), and averaging over all

choices of aj - --a, € X", with each a; selected independently according to
the probability vector p, one finds that

Z p(al) o ’p(an)<HnAa1waan7 Ua1-~»an>

U«l"‘anEEn

> 2(I,, ™) + Z plar) - p(an)(Nay-eans Tasan ) —

ay-anp €EX™

(8.112)

The right-hand side of the expression (8.112) approaches 1 in the limit as
n goes to infinity by Propositions 5.42 and 8.23, from which it follows that

Z plar) - pan)(1 — pAg,.ap I, 0a; ey ) <

ai-ap €L

(8.113)

| >

for all but finitely many choices of a positive integer n. For any n for which
the inequality (8.113) holds, and for a random selection of g : T+ — X" ag
described above, it therefore holds that the expected value of the expression

2<]l — HnAg(b1~-~bm+1)H7La Ug(b1-~bm+1)> (8114)

is at most §/4 for an arbitrary choice of by - - - by,+1, and therefore the same
bound holds for a uniformly selected binary string by - - - by, 1 € I,

The second term in the expression (8.108) will be considered next. It may
first be observed that

Q- HnAy(b1~~~bm+1)Hn = Z H”Ay(01~~~cm+1)H”’ (8.115)
c1"‘Cm+leFm+l
C1Cmg 1701 bm41

so that
<Q - H"Ag(bl"'berl)Hn’ Ug(bl"'bm+1)>
= Z <HnAg(c1-~-cm+1)anUg(bl~-~bm+1)>~ (8.116)

c1-Cmy1 ETMHL
c1Cm1#b1 b
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The value of the function g on each input string is chosen independently
according to the probability vector p®™, so there is no correlation between
g(b1 -+ bmy1) and g(cy - - emg1) for by - - byy1 # €1+ ¢my1- 1t follows that
the expected value of the above expression is given by

@™ —1) > plar) - plan)(Aayea,, Lno® 1,,). (8.117)
al-an €EX™
By Proposition 8.23 it holds that
ST plar) - plan) Te(Agye,) < 2007F9) (8.118)
a1'-'an€§]”

for
B =" pla)H(oa), (8.119)
aeX

and by the definition of II,, one has that
A (T, 0%, < 27nH(@)=2), (8.120)
It follows that

@™ =1 > plar) - plan)(Nayay, o ® I,)
o (8.121)
< 2m+1fn(x(n)*26)7

so that the expected value of the second term in the expression (8.108) is
upper-bounded by

gm—n(x(m=2e)+3, (8.122)

Now assume that m = |an]. For g : T+ — 3" chosen according to the
distribution specified earlier and by - - - by,1 € I'™F! chosen uniformly, one
has that the expected value of the error probability (8.106) is at most

0 0

v 2an—n(x(n)—25)+3 < Z 4 9—ent3 12
1 + <7 + (8.123)
for all but finitely many choices of n. As
gen o O (8.124)
32 '

for all sufficiently large n, it follows that the expected value of the error
probability (8.106) is smaller than §/2 for all but finitely many choices of n.
For all but finitely many choices of n, there must therefore exist at least one
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choice of a function g : T™*! — %" such that, for 4 being the measurement
associated with g, it holds that

1 b
ST > (L= (b1 g 1), Og(oybsn)) < 3 (8.125)

bl...bm+1el‘m+1

Finally, for a given choice of n, m = |an], g, and u for which the bound
(8.125) holds, consider the set

B— {b1 byt € T (L = by bogt)s (o)) > 6} (8.126)

of all strings whose encodings incur a decoding error with probability at
least ¢. It holds that

3|B| ¢
SmtT < 5 (8.127)

and therefore |B| < 2™. By defining a function f : I'™ — X" as f = gh, for
an arbitrarily chosen injection h : T™ — I\ B, one has that

<M(b1 s bm), Uf(bl"'b7n)> >1-4 (8.128)

for every choice of by - - - by, € I'™, which completes the proof. O

Statement and proof of the Holevo—Schumacher—Westmoreland theorem

The Holevo—Schumacher—Westmoreland theorem will now be stated, and
proved through the use of Theorem 8.26.

Theorem 8.27 (Holevo-Schumacher-Westmoreland theorem) Let X' and
Y be complex Euclidean spaces and let ® € C(X,)) be a channel. The
classical capacity of ® is equal to its reqularized Holevo capacity:

c(@) = tim X2

n—o0 n

(8.129)

Proof The first main step of the proof is to establish the inequality
x(®) < C(P) (8.130)

through the use of Theorem 8.26. This inequality holds trivially if x(®) = 0,
so it will be assumed that x(®) is positive.

Consider an ensemble 7 : 3 — Pos(X), for any alphabet X, expressed as
n(a) = p(a)p, for each a € ¥, where

{pa : a € X} CD(X) (8.131)

is a collection of states and p € P(X) is a probability vector. Assume that
Xx(®(n)) is positive and fix a positive real number a < x(®(n)). Also define
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04 = ®(pg) for each a € X, let £ > 0 be a positive real number, let I' = {0, 1}
denote the binary alphabet, and define Z = CT.

By Theorem 8.26, for all but finitely many choices of a positive integer n,
and for m = |an|, there exists a classical-to-quantum product state channel
code (f, u) of the form

f:T™ =" and p:D™ — Pos(Y®") (8.132)
for the collection
{0 : a € X} CD(Y) (8.133)

that errs with probability strictly less than /2 on every binary string of
length m. Assume that such a choice of n, m, and a code (f, 1) have been
fixed, and define encoding and decoding channels

. €C(Z%™, X%") and E, € C(Y¥",Z29™) (8.134)
as follows:
E:(2) = Z <Eb1---bm,b1-~-bm7 Z>Pf(b1~--bm)7
bl.“bmel“m
(8.135)
ED(Y) = Z <:u(b1 T bm)? Y>Ebl---bm,bl"-bm7
bl...bmel"m

for all Z € L(Z2%™) and Y € L(Y®"). It follows from the properties of the
code (f, u) suggested above that

—_ —_ E
(Eby b byt s (o @) (Bby by by b)) > 1= 3 (8.136)

for every by ---b,, € I'™. As E; is a classical-to-quantum channel and =, is
quantum-to-classical, one finds that Z,®®"Z, is a e-approximation to the
completely dephasing channel A®™ € C(Z®™).

It has been proved that, for any choice of positive real numbers o < x(®)
and ¢ > 0, the channel ®®" emulates an e-approximation to the completely
dephasing channel A®™ for all but finitely many positive integers n and for
m = |an]. From this fact the inequality (8.130) follows. One may apply the
same reasoning to the channel ®®" in place of ®, for any positive integer n,
to obtain

X(@°") _ C(e®)

=C(®). (8.137)

n n

The second main step of the proof establishes that the regularized Holevo
capacity is an upper bound on the classical capacity of ®. When combined
with the inequality (8.137), one finds that the limit in (8.129) indeed exists
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and that the equality holds. There is nothing to prove if C(®) = 0, so it will
be assumed hereafter that C(®) > 0.

Let @ > 0 be an achievable rate for classical information transmission
through @, and let € > 0 be chosen arbitrarily. It must therefore hold, for all
but finitely many positive integers n, and for m = |an|, that ®®" emulates
an e-approximation to the completely dephasing channel A®™ € C(Z®™m).
Let n be any positive integer for which this property holds and for which
m = |an| > 2. The situation in which a sender generates a binary string
of length m, uniformly at random, and transmits this string through the
e-approximation to A®™ emulated by ®®" will be considered.

Let X and Z be classical registers both having state set I'™; the register X
corresponds to the randomly generated string selected by the sender and Z
corresponds to the string obtained by the receiver when a copy of the string
stored in X is transmitted through the e-approximation to A®™ emulated
by ®®". As ®®" emulates an e-approximation to A®™, there must exist a
collection of states

{Pby-byy t b1+ by €T} C D(XEM), (8.138)
along with a measurement p : I'™ — Pos(Y®"), such that

€
(u(br -+ b)), <I>®n(pb]...bm)> >1-— 3 (8.139)

for every binary string b; - - - by, € I'™. With respect to the probability vector
p € P(I'™ x I'"™) defined as

1
p(bl e b'”“ Cl o Cm) = 27m<ﬂ(01 e Cm)7 ¢)®n(pb1"'b7n)>’ (8'140)

which represents the probabilistic state of (X, Z) suggested above, it follows
from Holevo’s theorem (Theorem 5.49) that

10X : Z) < (%"(n)), (8.141)
where 7 : I — Pos(X®") is the ensemble defined as
1
17(b1 te bm) = 27mpb1"'bm (8.142)

for each by --- b, € I'".

A lower bound on the mutual information I(X : Z) will now be derived. The
distribution represented by the marginal probability vector p[X] is uniform,
and therefore H(p[X]) = m. By (8.139), each entry of the probability vector
p[Z] is lower-bounded by (1 —/2)27™. It is therefore possible to write

pz) = (1- g>r + %q (8.143)
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for ¢ € P(I'™) being some choice of a probability vector and r € P(I'"™)
denoting the uniform probability vector, defined as r(by---b,,) = 27™ for
every by - - - by, € I'™. The inequality
€ € €
Hpz) > (1-5)Hi) + S H@) > (1-5)m (8.144)

follows by the concavity of the Shannon entropy function (Proposition 5.5).
On the other hand, because the probability vector p satisfies

p(b -+ by by b)) > (1 — %)Q*m (8.145)
for every by - - - by, € '™, it must hold that
€ 1—¢/2 € €/2
H(p) < —(1 - 5) 10g( om ) - §1Og(m)
5 € € 5
< (1+§)m+H(1—§,§) < (1+§)m+1;

(8.146)

the first inequality is a consequence of the fact that the entropy of p subject
to the constraint (8.145) is maximized when p is defined as follows:

(b ; ) 1;;/2 bl"'bm:Cl"'Cm (8 147)
p 1«.- m7cl-o-cm = .
% bl"'b'm?écl"'cm-

It therefore follows that
X(®") > 1(X : Z) = H(p[X]) + H(p[Z]) — H(p) (8.148)
>(l—-em—-1>(1-¢e)an—2, '

and consequently
X (297)

2 (l-¢g)a— % (8.149)

It has been proved, for any achievable rate o > 0 for classical information
transmission through ®, and for any € > 0, that the inequality (8.149) holds
for all but finitely many positive integers n. Because the supremum over
all achievable rates « for classical information transmission through @ is
equal to C(®), this inequality may be combined with (8.137) to obtain the
required equality (8.129). O

8.1.3 The entanglement-assisted classical capacity theorem

This section focuses on the entanglement-assisted classical capacity theorem,
which characterizes the entanglement-assisted classical capacity of a given
channel. It stands out among the capacity theorems presented in the present
chapter, as no regularization is required by the characterization it provides.

494 Quantum channel capacities

Holevo—-Schumacher—Westmoreland theorem with entanglement assistance

A preliminary step toward the proof of the entanglement-assisted classical
capacity theorem is the observation that, when the classical capacity and
Holevo capacity are replaced by their entanglement-assisted formulations,
a statement analogous to the Holevo—Schumacher—Westmoreland theorem
holds.

Theorem 8.28 Let & € C(X,Y) be a channel, for complex Euclidean
spaces X and Y. The entanglement-assisted classical capacity of ® equals
the regularized entanglement-assisted Holevo capacity of ®:

Co(®) = lim X (@)

n—00 n

(8.150)

Proof The theorem is proved in essentially the same way as the Holevo—
Schumacher—Westmoreland theorem (Theorem 8.27), with each step being
modified to allow for the possibility of entanglement assistance.

In greater detail, let ¥ be an alphabet, let W be a complex Euclidean
space, let n be an ensemble of the form 7 : ¥ — Pos(X ® W) that is
homogeneous on W, assume x((® ® Ly )(n)) is positive, and let a be a
positive real number satisfying

a < x((®®Liow)) (). (8.151)

By Proposition 8.12, one may choose a complex Euclidean space V, a state
£ € D(V ®W), a probability vector p € P(X), and a collection of channels

{Uy:aeX}CCV,X) (8.152)
such that
n(a) = p(a)(Pa ® Lyow) (€) (8.153)
for every a € X. For each a € ¥ let
0o = (2¥a @ Low)) (), (8.154)

and also let € > 0 be an arbitrarily chosen positive real number.

By Theorem 8.26, for all but finitely many choices of a positive integer n,
and for m = |an], there exists a classical-to-quantum product state channel
code (f, u) of the form

F:T™ = ¥" and p:I™ — Pos((Y @ W)®") (8.155)

for the collection {0, : a € £} C D(Y ® W) that errs with probability
strictly less than £/2 on every binary string of length m. Assume that such
a choice of n, m, and a code (f, 1) have been fixed.
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It will now be proved that the channel ®®" emulates a e-approximation
to the completely dephasing channel A®™ € C(Z®™) with the assistance of
entanglement. The entangled state to be used to assist this emulation is

VEEMY* € D(VO" @ W), (8.156)

where V € U((V @ W)®" V¥ @ WS") represents a permutation of tensor
factors:
V(i @wi) @+ @ (v @ wy))

=1 Q- Quy) R (W @+ D wy) (8.157)

for all vectors vy,...,v, € V and wy,...,w, € W.
The encoding channel 2, € C(Z%™ ® V¥ X®") used to perform this
emulation is defined as

Ee= Y Opty, @ W) (8.158)
bl"'meFm
where
Vgyoan = Vo, @+ @ U, (8.159)

for each aj - - - a, € ¥, and where O, .., € CP(Z%™,C) is given by
Ovyt, (Z) = Z(by by b1 -+~ bin) (8.160)

for every Z € L(Z®™). Described in words, the encoding map =, takes as
input a compound register (Z1,...,Zmy,V1,...,Vy,), measures (Z1,...,2Zy)
with respect to the standard basis measurement, and applies the channel
Vi) 10 (V1,...,Vp), for by--- by, being the string obtained from the
standard basis measurement on (Zi,...,Zy).

The decoding channel 2, € C(Y®"* @ W Z®™M) ysed to perform the
emulation is defined as

Ex(Y)= > (Wb bn)W*Y)Ep, .oy by (8.161)
bl...bmel"nz

for all Y € L(Y®" @ W®"), where W € U((Y @ W)®" Y& @ W) is an
isometry representing a permutation of tensor factors that is similar to V,
but with V replaced by Y:

Wy @w1) @ @ (yn ® wn))

8.162
:(y1®"'®yn)®(w1®"'®wn) ( )

for all choices of vectors y1,...,y, € Y and w1, ..., w, € W.
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Now, let ¥ € C(Z%™) denote the channel that has been emulated with
the assistance of entanglement by the above construction; this channel may
be expressed as

U(Z) = (2, (%", ® 1¥7,)) (Z ® VEEmV™) (8.163)

for every Z € L(Z®™), and it may be observed that ¥ = A®MUTA®™ For
every string by - - - b,, € I'" it holds that

(@72 @ 150))) (Bby b b by @ VEZVF) = Worp, ., )W*,  (8.164)

and therefore

€

3

It follows that W is a e-approximation to A®™, as claimed.
In summary, for any choice of positive real numbers o < x(®) and € > 0,

it holds that ®®" emulates an e-approximation to the completely dephasing

channel A®™ with the assistance of entanglement, for all but finitely many

(Epy byt s U by byb)) > 1= (8.165)

positive integers n and for m = |an]. From this fact one concludes that
Xz(®) < Cp(®). Applying the same argument to the channel ®®" in place
of @, for any choice of a positive integer n, yields
Xe(27) _ Cy(@97)
n - n

= C(®). (8.166)

Next it will be proved that the entanglement-assisted classical capacity of
® cannot exceed its regularized entanglement-assisted Holevo capacity. As
in the proof of Theorem 8.27, it may be assumed that C,(®) > 0, and it
suffices to consider the situation in which a sender transmits a uniformly
generated binary string of length m to a receiver.

Suppose a > 0 is an achievable rate for entanglement-assisted classical
information transmission through ®, and let € > 0 be chosen arbitrarily.
It must therefore hold, for all but finitely many positive integers n, and
for m = |an], that ®®" emulates an e-approximation to the completely
dephasing channel A®™ with the assistance of entanglement. Let n be an
arbitrarily chosen positive integer for which this property holds and for which
m=|lan| > 2.

As before, let X and Z be classical registers both having state set I'"™; X
stores the randomly generated string selected by the sender and Z represents
the string obtained by the receiver when a copy of the string stored in
X is transmitted through the e-approximation to A®™ emulated by ®©"
with the assistance of entanglement. By the assumption that ®®" emulates
an e-approximation to A®™ with the assistance of entanglement, one may
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conclude that there exists a choice of complex Euclidean spaces V and W,
a state £ € D(V @ W), a collection of channels

{Wp oy 2 b1 by €T C C(V, X297, (8.167)
and a measurement g : I'™ — Pos(YV®" @ W), such that
€
<u(b1 by, (B, Ly, ® nL(W))(§)> >1- (8.168)

for every string by - - - by, € I'"™. With respect to p € P(I'™ x ') defined as
p(bl to bnucl o 'Cm)

= 2%<u(c1 o), (@MW, ® ]lL(W))(.f)>,

which represents the probabilistic state of (X, Z) suggested above, it follows
from Holevo’s theorem (Theorem 5.49) that

I(X:Z) < Xx((2" @ Luow)) (1), (8.170)
for n: I'™ — Pos(X®" @ W) being the ensemble defined as

(8.169)

1(br -+ b) = 5 (Vor- © L) () (3.171)

for each by -« - b, € I'.
The same lower-bound on the quantity I(X : Z) derived in the proof of
Theorem 8.27 holds in the present case, from which it follows that

Xe(@F") > I(X: Z) > (1 —e)an — 2, (8.172)
and therefore
" 2
Xe(@) (1—e)a— = (8.173)
n n

Thus, for any achievable rate o« > 0 for entanglement-assisted classical
information transmission through ®, and for any positive real number ¢ > 0,
the inequality (8.173) holds for all but finitely many positive integers n.
Because the supremum over all achievable rates « for entanglement-assisted
classical information transmission through ® is equal to Cy(®), one may
combine this inequality with the upper bound (8.166) to obtain the required
equality (8.150). O

Strongly typical strings and projections
The proof of the entanglement-assisted classical capacity theorem that is
presented in this book will make use of a notion of typicality, known as
strong typicality, that differs from the standard notion discussed previously
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in Section 5.3.1. True to its name, strong typicality is the more restrictive
of the two notions; every strongly typical string will necessarily be a typical
string, up to a simple change of parameters, while some typical strings are
not strongly typical.

Similar to the standard notion of typicality, one may define an e-strongly
typical subspace with respect to a spectral decomposition of a given state.
Unlike the standard typical subspace, however, the strongly typical subspace
is not always uniquely determined by a given state; it can depend on the
particular choice of a spectral decomposition (in the sense of Corollary 1.4)
with respect to which it is defined. Despite this apparent drawback, the
notion of an e-strongly typical subspace will be a useful tool when proving
the entanglement-assisted classical capacity theorem.

The definition of strong-typicality to follow uses the following notation,
for which it is to be assumed that ¥ is an alphabet and n is a positive
integer. For every string a; - - - a,, € £" and symbol a € ¥, one writes

N(alay---an)=|{k € {1,....,n} : ax = a}|, (8.174)
which is the number of times the symbol a occurs in the string a; - - - ay,.

Definition 8.29 Let ¥ be an alphabet, let p € P(X) be a probability
vector, let n be a positive integer, and let £ > 0 be a positive real number.
A string ag - - - an, € X" is said to be e-strongly typical with respect to p if

N(a|ay---ay)

- —p(a)| < pla)e (8.175)

for every a € X. The set of all e-strongly typical strings of length n with
respect to p is denoted Sy ¢(p) (or by Sy . when p is implicit and can safely
be omitted).

The average behavior of a nonnegative real-valued function defined on the
individual symbols of a strongly typical string may be analyzed using the
following elementary proposition.

Proposition 8.30 Let ¥ be an alphabet, let p € P(X) be a probability
vector, let n be a positive integer, let € > 0 be a positive real number, let
aj---an € Spe(p) be an e-strongly typical string with respect to p, and let
¢: X — [0,00) be a nonnegative real-valued function. It holds that

dlar) + -+ ¢(an) _ Z pla)p(a)| < e Z pla)d(a). (8.176)

n aex acy
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Proof The inequality (8.176) follows from the definition of strong typicality
together with the triangle inequality:

’¢(a1) ++¢(an) _ Zp(a)¢(a)

n a€y
R e L0) (8:77)
aex
< 3 ot M) ) <3 plajota)
aex aeY
as required. O

As a corollary to Proposition 8.30, one has that every e-strongly typical
string, with respect to a given probability vector p, is necessarily d-typical
for every choice of 6 > ¢ H(p).

Corollary 8.31 Let X be an alphabet, let p € P(X) be a probability vector,
let n be a positive integer, let € > 0 be a positive real number, and let
ai---an € Spe(p) be an e-strongly typical string with respect to p. It holds
that

2 () H®) < p(gy). . p(a,) < 2719 HE), (8.178)

Proof Define a function ¢ : ¥ — [0, 00) as

(8.179)

_ J—log(p(a)) if p(a) >0
Pla) = {0 if p(a) = 0.

With respect to this function, the implication provided by Proposition 8.30
is equivalent to (8.178). O

Strings that are obtained by independently selecting symbols at random
according to a given probability vector are likely to be not only typical, but
strongly typical, with the probability of strong typicality increasing with
string length. The following lemma establishes a quantitative bound on this
probability.

Lemma 8.32 Let X be an alphabet, let p € P(X) be a probability vector,
let n be a positive integer, and let € > 0 be a positive real number. It holds
that

Z plar)---play) > 1~ Cn,s(p) (8.180)

ai-an eSn,E(p)
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for
Cne(p) =2 Z exp(aner(a)Q). (8.181)
aeX
p(a)>0

Proof Suppose first that a € X is fixed, and consider the probability that a
string a - - - a, € X", randomly selected according to the probability vector
p®" | satisfies

> p(a)e. (8.182)

‘N(a|a1-~~an)7p(a)

n

To bound this probability, one may define X7, ..., X, to be independent and
identically distributed random variables, taking value 1 with probability p(a)
and value 0 otherwise, so that the probability of the event (8.182) is equal
to
X1+ + X,
Pr(‘ At An p(a)
n

> p(a)s). (8.183)

If it is the case that p(a) > 0, then Hoeffding’s inequality (Theorem 1.16)
implies that
X4+t X
Pr(‘il ot a

- —p(a)

> p(a)e) < 2exp(—2ne’p(a)?), (8.184)

while it holds that

X+ +X
pr(‘g —p(a)
n

> p(a)e) ~0 (8.185)

in case p(a) = 0. The lemma follows from the union bound. O

The next proposition establishes upper and lower bounds on the number
of strings in an e-strongly typical set for a given length.

Proposition 8.33 Let ¥ be an alphabet, let p € P(X) be a probability
vector, let n be a positive integer, and let € > 0 be a positive real number. It
holds that

(1= Cue(p)) 2"07HD) < |5, (p)| < 2n(HOHE), (8.186)
for Cue(p) as defined in Lemma 8.32.
Proof By Corollary 8.31, one has

plar) -+ play) > 2~ "1 HE) (8.187)
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for every string a; - - - a5, € Sy (p). Consequently,
1> 3 plar)--plan) > [Spe(p)[27 0 HE), (8.188)
a1-an€Sn,(p)
and therefore
| (p)] < 2nHEHE), (8.189)
Along similar lines, one has
plar) -+ play) < 27"0-HE) (8.190)
for every string aj - - - an € Sp<(p). By Lemma 8.32, it follows that
1=Ge@) < Y plar) - plan) < [Snelp)|27"0-9HP) - (8.191)
a1-an€Sn,(p)
and therefore
|Sne(P)] = (1= Gue(p)) 2= HOP), (8.192)
as required. O

The e-strongly typical subspaces associated with a given density operator
are defined as follows.

Definition 8.34 Let X be a complex Euclidean space, let p € D(X) be a
density operator, let € > 0 be a positive real number, and let n be a positive
integer. Also let

p= Z pa)zqx) (8.193)

a€y

be a spectral decomposition of p, for ¥ being an alphabet, p € P(X) being
a probability vector, and {z, : a € ¥} C X being an orthonormal set of
vectors. The projection operator onto the e-strongly typical subspace of X®"
with respect to the spectral decomposition (8.193) is defined as

A= Z Loy Ty, @ ® X, Ty, - (8.194)
a1-+an€Sn,e(p)

With respect to the decomposition (8.193), the e-strongly typical subspace
of X®™ is defined as the image of A.

Example 8.35 Let ¥ = {0,1}, let X = C*¥, and let p = 1/2 € D(X).
With respect to the spectral decomposition

1 1
p= 56066 + 5615{, (8.195)
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for n = 2, and for any choice of € € (0,1), one has that the corresponding
projection operator onto the e-strongly typical subspace is given by

Ao =Epo® Er11+ Ei1® Eyp. (8.196)
Replacing the spectral decomposition by
1 1
p = —xoxy + —x127, (8.197)
2 2
for
r=2T and =0 (8.198)

V2 V2

one obtains the corresponding projection operator
A1 = .CE()(L'S ® £L'1$T + Z’le & (L'(]lL'S 7& AO, (8199)

Two lemmas on the output entropy of channels

The proof of the entanglement-assisted classical capacity theorem appearing
at the end of the present section will make use of multiple lemmas. The two
lemmas that follow concern the output entropy of channels. The first of
these two lemmas will also be used in the next section of the chapter, to
prove that the coherent information lower-bounds the quantum capacity of
a channel.

Lemma 8.36 Let X and Y be complex Euclidean spaces, let ® € C(X,Y)
be a channel, let p € D(X) be a density operator, let € > 0 be a positive real
number, and let n be a positive integer. Also let

p="> pla)z.z, (8.200)

a€y
be a spectral decomposition of p, for X being an alphabet, {xq, : a € X} C X
being an orthonormal set, and p € P(X) being a probability vector, let Ay, .

denote the projection operator onto the e-strongly typical subspace of X®"
with respect to the decomposition (8.200), and let

Ay
It holds that
H(®%" (wy,¢)
HEZend) _pyia(p))
(8.202)

< 2eH(p) + e H(®(p)) — M’

for Cne(p) being the quantity defined in Lemma 8.32.
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Proof It may be verified that the equation

H(D(p)) — + H(5%" (w,.))

= D@ (w,) | 27 (5°1) (8.203)

LT ) — B(0)°") og(®(p)")

holds for every positive integer n. Bounds on the absolute values of the two
terms on the right-hand side of this equation will be established separately.

The first term on the right-hand side of (8.203) is nonnegative, and an
upper bound on it may be obtained from the monotonicity of the quantum
relative entropy under the action of channels (Theorem 5.35). Specifically,
one has

%D(¢®"(wn7g) H (I)®n(p®n)) < %D(wmg H p®n)

8.204
LY gl ), Y

a1+an€Sn,e

1
= ——1 -
n Og(‘S’MED n‘Sn,E|

where S, . denotes the set of e-strongly typical strings of length n with
respect to p. By Corollary 8.31 it holds that

‘ﬁ > log(p(ar)---plan)) < (1+2)Hp), (8.205)

a1 €Sn,e

and by Proposition 8.33, one has
1 log(1 —
Drog(jpel) = P e®) (1 oymg). (s208)

It therefore holds that

1

HD((I)(Xm(wmg) ” ‘I>®n(p®")) < 2:H(p) — log(1 — Cn,e(p)).

- (8.207)

To bound the absolute value of second term on the right-hand side of
(8.203), one may first define a function ¢ : ¥ — [0, 00) as

S — {—Tr(@(xaxm B2 o) >0

. i p(c) (8.208)

for each a € X. It is evident from its specification that ¢(a) is nonnegative
for each a € ¥, and is finite by virtue of the fact that

im(®(zq17,)) C im(2(p)) (8.209)
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for each a € ¥ with p(a) > 0. Using the identity

log(PE") =" 12D @ log(P) @ 19M=F) (8.210)
k=1

it may be verified that

Tr (0% (wp.c) log(®(p)®™))

D D (T R ) R

‘ TL,E| a1--an€Sn e

By combining Proposition 8.30 with the observation that
H(®(p)) = Y _ pla)¢(a), (8.212)
acX

one finds that

%ﬁ((@‘@n(ww) —®(p)®") 10g(‘1>(p)®"))‘
1 dlar) + -+ dlan) (8.213)
S ‘Sn,6| a1"'(§;sn,a H(q)(p)) B n ’
< SH(®(p).

The inequalities (8.207) and (8.213) together imply the required inequality
(8.202), which completes the proof. O

Lemma 8.37 Let ® € C(X,Y) be a channel, for complex Fuclidean spaces
X and Y. The function f:D(X) — R defined by

7(p) = H(p) — H(®(p)) (8.214)

Proof Let Z be an arbitrary complex Euclidean space, and consider first
the function g : D(Y ® Z) — R defined as

g(0) = H(o) — H(Trz(0)) (8.215)
for every o € D(Y ® Z). An alternative expression for g is
g(0) = =D(o|| Trz(0) ® 12), (8.216)

and the concavity of g therefore follows from the joint convexity of quantum
relative entropy (Corollary 5.33).



8.1 Classical information over quantum channels 505

For a suitable choice of a complex Euclidean space Z,let A € U(X,Y® Z)
be an isometry that yields a Stinespring representation of @:

B(X) = Trz(AX A% (8.217)

for every X € L(X). The function f is given by f(p) = g(ApA*) for every
p € D(X), and therefore the concavity of g implies that f is concave as
well. O

An additivity lemma concerning the coherent information

Another lemma that will be used in the proof of the entanglement-assisted
capacity theorem is proved below. It states that the quantity
max (H(o)+I.(o;® 8.218
max (H(o) + 1(0: ) (5.218)
defined for each channel ® € C(X,)), is additive with respect to tensor
products. It is precisely this quantity that the entanglement-assisted classical
capacity theorem establishes is equal to the entanglement-assisted classical
capacity of the channel ®.

Lemma 8.38 (Adami—Cerf) Let ®y € C(Xy, o) and 1 € C(X1,)1) be
channels, for complex Euclidean spaces Xy, X1, Vo, and V1. It holds that
ma; H(o) + 1o(0; P ® ©

aeD(xg}éxl)( (o) +Ie(o5 2o V)

"OIGI})()Q{(O)( (00) (o0 0)> Ulng()-gfl)( (1) (o1 1))

(8.219)

Proof Choose isometries Ag € U(Xy, Vo ®@ Zo) and A; € U(Xy, 1 ® Z1),
for an appropriate choice of complex Euclidean spaces Zy and Z, so that
Stinespring representations of ®g and ®; are obtained:

(I)()(X()) = TI‘ZO (A()X()AS) and (I)l(Xl) = Tl"g1 (AleAT) (8.220)

for all Xo € L(Ap) and X; € L(A1). The channels ¥y € C(Xp, Zp) and
U, € C(X1, 21) defined as

\I/()(X()) = TI‘yO (A()X()AS) and \Ill(Xl) = Tryl (AleA’{) (8.221)

for all Xo € L(AXp) and X; € L(X1) are therefore complementary to ®g
and ®;, respectively.

Now, consider registers Xo, X1, Yo, Y1, Zp, and Z; corresponding to the
spaces Xp, X1, Yo, V1, 20, and Z4, respectively. Let o € D(Xp ® A7) be an
arbitrary density operator. With respect to the state

(A() & Al)U(A() ® Al)* € D(yo RZMN ® Zl) (8.222)
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of (Yo,Zo,Y1,Z1), one has that

H(o) +1o(0; $o @ P1)

8.223
=H(Yo, Zo,Y1,Z1) + H(Yo, Y1) — H(Zo, Z1). ( )

For every state of (Yo, Zo,Y1,Z1), including the state (8.222), it holds that

H(Yo,Zo,Y1,21) < H(Zo,Y1,Z1) + H(Yo, Zo) — H(Zo)

< H(Zo,Zy) +H(Y1,Z,) — H(Zy) + H(Yo, Zo) — H(Zo); (8.224)

both inequalities follow from the strong subadditivity of the von Neumann
entropy (Theorem 5.36). The subadditivity of the von Neumann entropy
(Theorem 5.24) implies H(Yo, Y1) < H(Yo) + H(Y1), and therefore
H(YQ, Zo, Yl, Zl) =+ H(Yo, Yl) — H(ZQ7 Zl)
< (H(Yo,Zo) + H(Yo) — H(Zo)) (8.225)
+ (H(Y1,Zy) + H(Y1) — H(Zy)).

For o9 = o[Xo] and o1 = o[X1], one has the equations

H(Yo, Zo) + H(Yo) — H(Zo) = H(oo) + Lc(o0; ®o),

(8.226)
I‘I(Yl7 Zl) + H(Yl) — H(Zl) = H(O’l) -+ IC(Ul; (131)
It follows that
H(o) + 1o(o: @0 © 01) 5220
< (H(o0) +Ic(o0; o)) + (H(o1) +Ic(o1; @1)). '
Maximizing over all o € D(Xp ® X}), one obtains the inequality
max H(o) +1.(0; P @ @
UGD(%@XI)( (0) +Lo(o; ®o @ 01)) 5229
< H Io(og; @ H Io(o1; @1)).
<, max (H(oo) +Le(on; @) + max (H(o1) +1c(o1: @1))
For the reverse inequality, it suffices to observe that
H(oo @ 01) + (00 ® 015 @0 @ P1) (8.229)
= H(oo) + Lo(00; @) + H(o1) + Le(o1; @1) "
for every choice of og € D(Xp) and o1 € D(X}), and therefore
max H(o) +1.(0; Pp® P
UED(X0®X1)( ( ) C( 0 1)) (8 230)
> H Io(00; @ H Io(o1; @ '
2 e (H(o0) +Te(o0; ®o)) 4+ max (H(ow) +Te(o1; 1)),
which completes the proof. O
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A lower-bound on the Holevo capacity for flat states by dense coding

Next in the sequence of lemmas needed to prove the entanglement-assisted
classical capacity theorem is the following lemma, which establishes a lower
bound on the entanglement-assisted Holevo capacity of a given channel. Its
proof may be viewed an application of dense coding (q.v. Section 6.3.1).

Lemma 8.39 Let X and Y be complex Fuclidean spaces, let ® € C(X,Y)
be a channel, let 11 € Proj(X) be a nonzero projection operator, and let
w =11/ Tr(I1). It holds that

Xe(®) > H(w) + I (w; ®). (8.231)
Proof Let m = rank(II), let W = CZm let V € U(W, X) be any isometry
satisfying VV* =11, and let
7= vee(V) vee(V)” € D(X & W), (8.232)
Recall the collection of discrete Weyl operators
{Wap 1 a,b € Zp} CUW), (8.233)

as defined in Section 4.1.2 of Chapter 4, and define a collection of unitary
channels

{Wap i a,b € Zy} CCW) (8.234)
in correspondence with these operators:
Uop(Y) = Wap YW5, (8.235)
for each Y € L(W). Finally, consider the ensemble
N2 Ly X Ly — Pos(X @ W) (8.236)
defined as

n(a,b) = —5 (Tywy @ Yap)(7), (8.237)

m2
for all (a,b) € Zy, X Zn,.
It holds that

H<W1Lg > (‘I)®‘1’a,b)(7)>

= (8.238)
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and
Y H(@ W) () = H{(® @ L) (7))
a,b€%n (8.239)
= H((q) ® Lycay) (Vec(\/f;) vec(\/a)*»,
from which it follows that
X((® ® L)) (n) = H(w) + Ic(w; ®). (8.240)
Moreover, 7 is homogeneous on W, as is evident from the fact that
Trx(n(a,b)) = %ILW (8.241)
for each choice of (a,b) € Zp, X Zy,. It therefore holds that
Xe(®) 2 X (2 ® L)) (1) = H(w) + Lo(w; @), (8.242)
which completes the proof. O

An upper-bound on the Holevo capacity

The final lemma needed for the proof of the entanglement-assisted classical
capacity theorem establishes an upper bound on the entanglement-assisted
Holevo capacity of a channel.

Lemma 8.40 Let ® € C(X,Y) be a channel, for complex Euclidean spaces
X and Y. Also let WW be a complex Euclidean space, let ¥ be an alphabet, let
n: X — Pos(X @ W) be an ensemble that is homogeneous on W, and let

o= Trw(n(a)). (8.243)
a€y
It holds that
X((® @ Lrowy) () < H(o) + Lo(o; @). (8.244)

Proof Assume that Z is a complex Euclidean space and A € U(X,)Y ® Z)
is an isometry for which

B(X) = Trz(AXAY) (8.245)
for all X € L(X). The channel ¥ € C(X, Z) defined by
U(X) = Try (AX A¥) (8.246)
for all X € L(X) is therefore complementary to ®, so that
I.(o;®) = H(®(0)) — H(¥(0)). (8.247)
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It therefore suffices to prove that
(@ © Tow)(n) < H(o) + H((0)) — H(T(0)). (8.248)

By the assumption that n is homogeneous on W, Proposition 8.12 implies
that there must exist a complex Euclidean space V, a collection of channels

(2 : a €T} CCW,A), (8.249)
a unit vector v € ¥V ® W, and a probability vector p € P(X) such that
n(a) = p(a)(Za @ Liow)) (uu”) (8.250)

for every a € ¥. Assume hereafter that such a choice for these objects has
been fixed, and define states 7 € D(W) and £ € D(V) as

7 =Try(uu*) and &= Tryy(uu®). (8.251)
It may be noted that
o =3 p(a)Za(9): (8.252)
a€y

Let U be a complex Euclidean space such that dim(i) = dim(V ® X), and
select a collection of isometries {B, : a € ¥} C U(V, X ® U) satistying

Za(V) = Try(B.VBY) (8.253)

for every V € L(V).
Assume momentarily that a € 3 has been fixed, and define a unit vector

Ve =(AQ 1y @IW)(Be @IWIu eV R ZQU @ W. (8.254)

Let Y, Z, U, and W be registers having corresponding complex Euclidean
spaces YV, Z, U, and W, and consider the situation in which the compound
register (Y,Z,U,W) is in the pure state v,v}. The following equalities may
be verified:

H(W) = H(r),
H(Y, W) = H((8Z, @ Ly ) (ur”)),
H(U,W) = H(Y, Z) = H(Z4(¢)) (5:259)
HY, U,W) = H(Z) = H((¥Z,)(€)).

By the strong subadditivity of the von Neumann entropy (Theorem 5.36),
it holds that

H(W) — H(Y, W) < H(U,W) — H(Y, U, W), (8.256)
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and therefore
H(r) — H((9Z, © Luow)(uu’)) < H(E(6) — H((VE)(E).  (3.257)

Finally, in accordance with the probability vector p, one may average the
two sides of (8.257) over all @ € ¥ and apply Lemma 8.37, obtaining

- Z p(a) H((PEq ® Liow)) (uu®))
a€x

< > p(a)(H(Ea(8) — H((PZ4)(6))) < H(o) — H(¥(0)).

a€X

(8.258)

By the subadditivity of the von Neumann entropy (Proposition 5.9) one has

H(Z p(a)(PZ, ® ]lL(m)(uu*)) < H(®(0)) + H(7). (8.259)
agX

The inequality (8.248) follows from (8.258) and (8.259), which completes
the proof. O

The entanglement-assisted classical capacity theorem

Finally, the entanglement-assisted classical capacity theorem will be stated,
and proved through the use of the lemmas presented above.

Theorem 8.41 (Entanglement-assisted classical capacity theorem) Let X
and Y be complex Fuclidean spaces and let ® € C(X,)) be a channel. It
holds that
Cp(®) = H I P 8.260
(®) = max (H(o) +1c(; 2)). (8.260)
Proof By applying Lemma 8.40, followed by Lemma 8.38, one may conclude
that

e(®¥") < max (H(o) + Io(0; @%™))

oeD(X®n)

= H(o) + Io(0; @
n max (H(@) +lLo(7: 2))

(8.261)

for every positive integer n. By Theorem 8.28, it therefore follows that

. XE((P@)R)
= — < ; . .
Cu(®) Jim - < Ug})a(}){() (H(o) 4+ Ic(o; @)) (8.262)

For the reverse inequality, one may first choose a complex Euclidean space
Z and an isometry A € U(X,Y ® Z) such that

B(X) = Trz(AX A¥) (8.263)
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for all X € L(X). It holds that the channel ¥ € C(X, Z), defined by
T(X) = Try(AX AY) (8.264)
for all X € L(&X), is complementary to ®, so that Proposition 8.17 implies
Le(o; @) = H(®(0)) — H(¥(0)) (8.265)

for all 0 € D(X).
Next, let o € D(X) be any density operator, let § > 0 be chosen arbitrarily,
and choose € > 0 to be sufficiently small so that

(7TH(o) + H(®(0)) + H(¥(0)))e < 4. (8.266)
Also let,
Ane
Wne = m (8.267)

for A, . denoting the e-strongly typical projection with respect to any fixed
spectral decomposition of o, for each positive integer n.

By Lemma 8.36, one may conclude that the following three inequalities
hold simultaneously for all but finitely many positive integers n:

H(o) — H((’;"vf) < 3H(0)e 44,
H(®(0)) — w < (2H(0) + H(®(0)))e + 0, (8.268)
w _H(W(0)) < (2H(0) + H(U(0)))z + 6.
By Lemma 8.39, it therefore holds that
XD o L () + HO™ 0) - HO ) g a0

> H(o) + H(®(0)) — H(¥(0)) - 45

for all but finitely many positive integers n, and consequently

(@) = Tim =27

n—00 n

> H(o) + H(®(0)) — H(T(0)) — 46. (8.270)
As this inequality holds for all § > 0, one has
Cp(®) > H(o) + H(®(0)) — H(¥(0)) = H(o) + Io(0; D), (8.271)

and maximizing over all ¢ € D(X) completes the proof. O
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8.2 Quantum information over quantum channels

This section is concerned with the capacity of quantum channels to transmit
quantum information from a sender to a receiver. Along similar lines to the
classical capacities considered in the previous section, one may consider the
quantum capacity of a channel both when the sender and receiver share
prior entanglement, used to assist with the information transmission, and
when they do not.

As it turns out, the capacity of a channel to transmit quantum information
with the assistance of entanglement is, in all cases, equal to one-half of the
entanglement-assisted classical capacity of the same channel. This fact is
proved below through a combination of the teleportation and dense coding
protocols discussed in Section 6.3.1. As the entanglement-assisted classical
capacity has already been characterized by Theorem 8.41, a characterization
of the capacity of a quantum channel to transmit quantum information with
the assistance of entanglement follows directly. For this reason, the primary
focus of the section is on an analysis of the capacity of quantum channels
to transmit quantum information without the assistance of entanglement.

The first subsection below presents a definition of the quantum capacity
of a channel, together with the closely related notion of a channel’s capacity
to generate shared entanglement. The second subsection presents a proof of
the quantum capacity theorem, which characterizes the capacity of a given
channel to transmit quantum information.

8.2.1 Definitions of quantum capacity and related notions

Definitions of the quantum capacity and entanglement-generation capacity
of a channel are presented below, and it is proved that the two quantities
coincide. The entanglement-assisted quantum capacity of a channel is also
defined, and its simple relationship to the entanglement-assisted classical
capacity of a channel is clarified.

The quantum capacity of a channel

Informally speaking, the quantum capacity of a channel is the number of
qubits, on average, that can be accurately transmitted with each use of that
channel. Like the capacities discussed in the previous section, the quantum
capacity of a channel is defined in information-theoretic terms, referring to
a situation in which an asymptotically large number of channel uses, acting
on a collection of possibly entangled registers, is made available.
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The definition of quantum capacity that follows makes use of the same
notions of an emulation of one channel by another (Definition 8.1) and of an
e-approximation of one channel by another (Definition 8.2) that were used
in the previous section.

Definition 8.42 (Quantum capacity of a channel) Let ® € C(X,)) be a
channel, for complex Euclidean spaces X’ and Y, and also let Z = CT for
I' = {0,1} denoting the binary alphabet.

1. A value a > 0 is an achievable rate for the transmission of quantum
information through @ if (i) & = 0, or (ii) & > 0 and the following holds
for every choice of a positive real number ¢ > 0: for all but finitely many
positive integers n, and for m = |an], the channel ®®" emulates an
e-approximation to the identity channel ILE@(”;).

2. The quantum capacity of ®, which is denoted Q(®), is defined as the
supremum of all achievable rates for quantum information transmission
through ®.

The argument through which Proposition 8.4 in the previous section was
proved yields the following analogous proposition for the quantum capacity.

Proposition 8.43 Let ® € C(X,)) be a channel, for complex Euclidean
spaces X and Y. It holds that Q(®®F) = k Q(®) for every positive integer k.

The entanglement generation capacity of a channel

The entanglement generation capacity of a channel is defined in a similar way
to the quantum capacity, except that the associated task is more narrowly
focused: by means of multiple, independent uses of a channel, a sender and
receiver aim to establish a state, shared between them, having high fidelity
with a maximally entangled state.

Definition 8.44 (Entanglement generation capacity of a channel) Let X
and ) be complex Euclidean spaces, let ® € C(X,Y) be a channel, and let
Z =CV for T' = {0, 1} denoting the binary alphabet.

1. A value a > 0 is an achievable rate for entanglement generation through
® if (i) @ = 0, or (ii) @ > 0 and the following holds for every positive
real number ¢ > 0: for all but finitely many positive integers n, and
for m = |an], there exists a state p € D(X®" @ Z®™) and a channel
= € C(Y®", Z®™) such that

F(27" veo(15™) vee(15™)", (E0%" @ 152)(p)) > 1—c.  (8.272)
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2. The entanglement generation capacity of ®, denoted Q.. (®), is defined
as the supremum of all achievable rates for entanglement generation
through &.

Remark For any choice of complex Euclidean spaces X and ), a unit
vector y € Y, and a channel ¥ € C(X,)), the maximum value for the
fidelity F(yy*, U(p)) over p € D(X) is achieved when p is a pure state. It
follows from this observation that the quantity Q.,(®) would not change if
the states p € D(X®" @ Z%™) considered in the specification of achievable
rates in Definition 8.44 are constrained to be pure states.

Equivalence of quantum capacity and entanglement generation capacity

The task associated with entanglement generation capacity would seem to
be more specialized than the one associated with quantum capacity. That
is, the emulation of a close approximation to an identity channel evidently
allows a sender and receiver to generate a shared state having high fidelity
with a maximally entangled state, but it is not immediate that the ability
of a channel to generate near-maximally entangled states should allow it to
accurately transmit quantum information at a similar rate. One may note,
in particular, that the teleportation protocol discussed in Section 6.3.1 is not
immediately applicable in this situation, as the protocol requires classical
communication that must be considered in the calculation of transmission
rates. Nevertheless, the relationship between entanglement generation and
identity channel emulation provided by the following theorem allows one to
prove that the quantum capacity and entanglement generation capacity of
any given channel do indeed coincide.

Theorem 8.45 Let X and ) be complex Euclidean spaces, let ® € C(X,Y)
be a channel, and let u € X ® Y be a unit vector. Also let n = dim()) and
let § > 0 be a nonnegative real number such that

F(% vec(ly) vec(1y)*, (P ® ]lL(y))(uu*)) >1-4. (8.273)

For any complex Fuclidean space Z satisfying dim(Z) < n/2, it holds that
® emulates an e-approzimation to the identity channel 1,z for e = 455

Proof Let A € L(Y, X) be the operator defined by the equation vec(A) = u,
let r = rank(A), and let

A=Y\t (8.274)
k=1

be a singular value decomposition of A, so that (p1,...,pr) is a probability
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vector and {z1,...,2,} C X and {y1,...,y-} C Y are orthonormal sets.
Also define W € L(Y, X) as

-
W =>" (8.275)
k=1
and define a unit vector v € X ® Y as
1
v = 7 vec(W). (8.276)

By the monotonicity of the fidelity function under partial tracing, one has

1 < 1
72\/]77@:F *]ly,TrX(uu*)
. - 1 <n ) (8.277)
> F(ﬁ vec(ly) vec(1y)*, (@ ® ]lL(y))(uu*)) >1-4,

and therefore
1 < 1 <
F(uu®,vv*) = — DE > — D >1—0. (8.278)
VE A VR
Consequently, by Theorems 3.27 and 3.29, one has

F(% vec(1y) vee(1y)*, (® @ 1yy,) (Uv*)) 41

2
> F(% vec(Ly) vec(Ly)*, (2 ® ]lL(y))(uu*)> + F(vv*, uu*)2 (8.279)
>2(1—-6)%

and therefore
1

F(— vee(ly) vee(1y)*, (@ ® 1L<y>)(w*)) >1- 45 (8.280)
n

Next, define a projection operator II, = W*W € Proj()) and define
V, = im(Il,). For each choice of k beginning with r and decreasing to 1,
choose wy, € Vi to be a unit vector that minimizes the quantity

ay = (wpwi, (WwwiW*)), (8.281)
and define
Vi1 = {Z eV : (wk,z> = 0}. (8.282)

Observe that a; > a9 > -++ > «a, and that {w,...,wy} is an orthonormal
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basis for Vg, for each k € {1,...,7}. In particular, it holds that

- % % Z Wwy ® WF. (8.283)
k=1

At this point, a calculation reveals that

v (W @ 1y) vec(Il,) =

1 2
F(ﬁ vec(Ly) vec(Ly)*, (2 ® 1) (vv*))
1 (8.284)
=Y (wul (W),
By the complete positivity of ®, one may conclude that
|(wjwy, ®(WwjwgW™))|
< Jwjwy, ®(Wwws W)/ (wwy, ®(Wwgwiw=))  (8.285)

= ajak,

for each choice of j,k € {1,...,r}. Therefore, by the triangle inequality, it
holds that

F(% vec(ly) vec(1y)*, (P ® ILL(y))(vU*)> < \/% kz::l NGTS (8.286)

Applying the Cauchy—Schwarz inequality, one obtains

1< 1¢
—— > V< [= ) o, (8.287)
VI = "=

and therefore

1<

=3 > (1-46)* > 1-84. (8.288)
n
k=1
Now let

m=max{k € {1,...,7} : o > 1—166}. (8.289)

It follows from (8.288) that
1-85< 2+ 2" 160), (8.290)

n n
and therefore m > n/2. By the definition of the values a1, ..., a;, one may
conclude that

(ww*, (Www W*)) > 1 - 164 (8.291)

for every unit vector w € V,,.
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Finally, let V' € U(Z,)) be any isometry for which im(V) C V,,. Such
an isometry exists by the assumption that dim(Z) < n/2 together with the
fact that n/2 < m = dim(Vy,). Let 2, € C(Z,X) and E, € C(), Z) be
channels of the form

[1]

o(Z2) = WV ZV*W* + 0, (2),

E(Y) = VYV + 9, (Y), (8.292)

for all Z € L(Z) and Y € L(Y), where ¥, € CP(Z,X) and ¥, € CP(), Z)
are completely positive maps that cause =, and =, to be trace preserving.
For every unit vector z € Z it holds that

(z2%, (Ep®Es)(22%))

8.293
> (Vzz"'V* WV z"V*W™)) > 1 — 166, ( )

and therefore

22" = (Epo®Es)(22") |, < 8V (8.294)

by one of the Fuchs—van de Graaf inequalities (Theorem 3.33). Applying
Theorem 3.56, one therefore finds that

IEp®Ee — Lus [, < 467, (8.295)
which completes the proof. O

Theorem 8.46 Let ® € C(X,Y) be a channel, for complexr Euclidean
spaces X and Y. The entanglement generation capacity and the quantum

capacity of ® are equal: Q(P) = Q.. (D).

Proof It will first be proved that Q(®) < Q.. (®), which is straightforward.
If the quantum capacity of ® is zero, there is nothing to prove, so it will
be assumed that Q(®) > 0. Let @ > 0 be an achievable rate for quantum
information transmission through ®, and let € > 0 be chosen arbitrarily.

Setting T' = {0,1} and Z = C', one therefore has that the channel ®®"
emulates an e-approximation to the identity channel ]lL( %) for all but finitely
many positive integers n and for m = |an|. That is, for all but finitely
many positive integers n, and for m = |an], there must exist channels
=, € C(Z9™ x®") and =, € C(Y®", Z¥™) such that

[12o0%"Es — 15T |||, <e. (8.296)
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Supposing that n and m are positive integers for which such channels exist,
one may consider the density operators

T =2"vec(15") vec(1§™)* and p= (@ 15%) (1), (8.297)

along with the channel = = =,. One of the Fuchs—van de Graaf inequalities
(Theorem 3.33) implies that

F(7, (20" @ 18%) () = F(7, (Eo0°"Z, © 1572 (7))
1 _ €
o1 L (E0mE, 0 18m)(n) > 1- 5.
Because this is so for all but finitely many positive integers n and for

= |an], it holds that « is an achievable rate for entanglement generation
through ®. Taking the supremum over all achievable rates « for quantum

(8.298)

communication through @, one obtains Q(®) < Q. (®).

It remains to prove that Q. (®) < Q(®). As for the reverse inequality just
proved, there is nothing to prove if Q_.(®) = 0, so it will be assumed that
Qu(®) > 0. Let @ > 0 be an achievable rate for entanglement generation
through ® and let 8 € (0, ) be chosen arbitrarily. It will be proved that 3
is an achievable rate for quantum communication through ®. The required
relation Q. (®) < Q(®) follows by taking the supremum over all achievable
rates « for entanglement generation through ® and over all g € (0, a).

Let € > 0 be chosen arbitrarily and let § = /256, so that ¢ = 45%. For
all but finitely many positive integers n, and for m = |an], there exists a
state p € D(X®" @ Z¥™) and a channel = € C(Y®", Z¥™) such that

F(27™ vec(15™) vec(15™)", (E0®" @ 152))(p)) = 1 — 4. (8.299)

Note that the existence of a state p for which (8.299) holds implies the
existence of a pure state p = wu* for which the same inequality holds, by
virtue of the fact that the function

p s F(27 vee(12™) vee(12™)*, (209" @ 152 (p))?

8.300
(2 vee(19 vee (19T, (B0 @ 1)) )

must achieve its maximum value (over all density operators) on a pure state.
By Theorem 8.45, it follows that ®©" emulates an e-approximation to the
identity channel ]lL(Z) for k=m — 1.

Under the assumption n > 1/(a— ), one has that fn < an—1. Thus, for
all but finitely many positive integers n and for k = LBnJ it holds that ®®"
emulates an e-approximation to the identity channel ILL(Z> As € > 0 has
been chosen arbitrarily, it follows that 3 is an achievable rate for quantum
communication through ®, which completes the proof. O



8.2 Quantum information over quantum channels 519

The entanglement-assisted quantum capacity of a channel

The entanglement-assisted quantum capacity of a channel, which will be
proved is equal to one-half of its entanglement-assisted classical capacity,
may be formally defined as follows.

Definition 8.47 (Entanglement-assisited quantum capacity of a channel)
Let X and Y be complex Euclidean spaces and let ® € C(X,)) be a channel.
Also let T' = {0, 1} denote the binary alphabet, and let Z = CT.

1. A value a > 0 is an achievable rate for entanglement-assisted quantum
information transmission through @ if (i) & = 0, or (ii) « > 0 and the
following holds for every choice of a positive real number € > 0: for all
but finitely many positive integers n, and for m = |an], the channel
®®" emulates an e-approximation to the identity channel 1?{; with the
assistance of entanglement.

2. The entanglement-assisted quantum capacity of ®, denoted Q,(®), is
the supremum of all achievable rates for entanglement-assisted quantum
information transmission through ®.

Proposition 8.48 Let ® € C(X,)) be a channel, for complex Euclidean
spaces X and Y. It holds that

(8.301)

Proof Assume « is an achievable rate for entanglement-assisted classical
communication through ®. It will be proved that «/2 is an achievable rate for
entanglement-assisted quantum information transmission through ®. Taking
the supremum over all achievable rates « for entanglement-assisted classical
communication through ®, one obtains
Q@)= 0,

As the case a = 0 is trivial, it will be assumed that o > 0.

Suppose n and m = |an] are positive integers and € > 0 is a positive real

(8.302)

number such that ®®" emulates an e-approximation to the channel A®™,
where A € C(Z) denotes the completely dephasing channel as usual. Let
k = |m/2], and consider the maximally entangled state

7 =2"Fvec(1%%) vec(1E¥)". (8.303)

By tensoring 7 with the state £ used for the emulation of an e-approximation
to A®™ by &®" one may define a new channel ¥ € C(Z%*) through the use
of the traditional teleportation protocol (q.v. Example 6.50 in Section 6.3.1),
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but where the classical communication channel required for teleportation is
replaced by the s-approximation to the channel A®™ emulated by ®®". It
holds that ¥ is an e-approximation to the identity channel 1{8@).

One therefore has that, for all € > 0, for all but finitely many positive
integers n, and for

k= {%J = L%J (8.304)

the channel ®®" emulates an e-approximation to the identity channel Ilgl;)
through the assistance of entanglement. It is therefore the case that /2 is an
achievable rate for entanglement-assisted quantum communication through
®, as required.

Now assume « is an achievable rate for entanglement-assisted quantum
communication through ®. It will be proved that 2« is an achievable rate for
entanglement-assisted classical communication through ®. This statement is
trivial in the case a = 0, so it will be assumed that o > 0. The proof is
essentially the same as the reverse direction just considered, with dense
coding replacing teleportation.

Suppose that n and m = |an] are positive integers and ¢ > 0 is a positive
real number such that ®®” emulates an e-approximation to ]l?(’;). Using the
maximally entangled state

7 =2""vec(15™) vec(1$™)", (8.305)

tensored with the state £ used for the emulation of ]l?(?) by ®®", one may
define a new channel ¥ € C(Z%2™) through the traditional dense coding
protocol (q.v. Example 6.55 in Section 6.3.1), where the quantum channel
required for dense coding is replaced by the e-approximation to the channel
]l?}% emulated by ®®”. It holds that ¥ is an e-approximation to A®?™,

It therefore holds that, for all € > 0, for all but finitely many values of n,
and for m = |an], that ®®" emulates an e-approximation to the channel
A®?™ which implies that 2« is an achievable rate for entanglement-assisted
classical communication through ®. The inequality

Cu(®) = 2Q,(P) (8.306)
is obtained when one takes the supremum over all achievable rates a for

entanglement-assisted quantum communication through ®.
The equality (8.301) therefore holds, which completes the proof. O
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8.2.2 The quantum capacity theorem

The purpose of the present subsection is to state and prove the quantum
capacity theorem, which yields an expression for the quantum capacity of
a given channel. Similar to the Holevo—Schumacher—Westmoreland theorem
(Theorem 8.27), the expression that is obtained from the quantum capacity
theorem includes a regularization over an increasing number of uses of a
given channel.

The subsections that follow include statements and proofs of lemmas that
will be used to prove the quantum capacity theorem, as well as the statement
and proof of the theorem itself.

A decoupling lemma

The first of several lemmas that will be used to prove the quantum capacity
theorem concerns a phenomenon known as decoupling. Informally speaking,
this is the phenomenon whereby the action of a sufficiently noisy channel
on a randomly chosen subspace of its input space can be expected not only
to destroy entanglement with a secondary system, but to destroy classical
correlations as well. The lemma that follows proves a fact along these lines
that is specialized to the task at hand.

Lemma 8.49 Let X, Y, W, and Z be complex Euclidean spaces such
that dim(Z) < dim(X) < dim(Y @ W), and let A € U(X,Y ® W) and
V e U(Z,X) be isometries. Define a state £ € DOV ® X) as

&= %Try (vec(A) vec(A)), (8.307)
and for each unitary operator U € U(X) define a state py € DOV ® Z) as
v = %Try (vec(AUV') vec( AUV ), (8.308)

where n = dim(X) and m = dim(Z). It holds that
Jlou = Tez(ou) ® w3 dn@) < To(e?), (8.309)

forw=1z/m and n denoting the Haar measure on U(X).

Proof Observe first that

lov = Tez(po) @l = Te(od) — - Te((Tez(pr))?).  (8:310)

The lemma requires a bound on the integral of the expression represented
by (8.310) over all U, and toward this goal the two terms on the right-hand
side of that equation will be integrated separately.
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To integrate the first term on the right-hand side of (8.310), let T’ be the
alphabet for which ) = CT, define B, = (ef @ 1yy)A for each a € I, and
observe that

1
pu = — Y _ vec(B,UV) vec(B,UV)*. (8.311)
m ael’

It therefore holds that
1
Tr(of) = —5 > ITe(V*U*B:BUV)|*
a,bel’

= iZ > Tr(V*U*B;BUV @ V*U*B; B,UV)

= (8.312)

1
= <UVV*U* @UVVU", — > BiBy® B{fBa>.
M= g per
Integrating over all U € U(X) yields
1
/Tr(p?]) dn(U) = <E(VV* ®VV),— 3 BiBy® B;;Ba>, (8.313)
a,bel’

for 2 € C(X ® X) denoting the Werner twirling channel (q.v. Example 7.25
in the previous chapter). Making use of the expression

(X) = ﬁ(HX@mX) Hxgx + ﬁ

which holds for every X € L(X ® X), and observing the equations

[1]

(Mxpx, X) Mxpx, (8.314)

m(m+1)

(Ilxgx, VV*Q VV*) = 5 , (8.315)
—1
(xpx, VV* @ VV*) = % (8.316)

it follows that

/Tr(p%) dn(U)

8.317)
1 /m+1 m— 1 . . (
=— Myex + ——Ixgx, Y BiBy® BiB, ).
nm\n+1 n—1
a,bel’
A similar methodology can be used to integrate the second term on the
right-hand side of (8.310). In particular, one has

1
Trz(py) = — > B.UVV*U*B;, (8.318)
ael
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and therefore

TY((TTZ(PU))Q)

1
= — S (VU BIBUVV*U*B{B,UV)
a,bel’

1
- <WZ, — > VU*BIB,UV @ V*U*Bf B,UV
a,bel’

> (8.319)

1
= <(UV R@UV)Wz(UV @UV)*,— > BiB,® B;Ba>,
m
a,bel’

where Wz € U(Z ® Z) denotes the swap operator on Z® Z, and the second
equality has used the identity (Wz, X ® Y) = Tr(XY). Integrating over all
U € U(X) yields

[re((rez(o0))”) anw)

1 (8.320)
- <E((V @V )Wz(V @ V)", — Z BB, ® B;;Ba>.
a,bel

By making use of the equations

* m(m + 1
(Mxgx, VR V)Wz(VeV)*) = %7
(m—1) (8.321)
m(m —
(Mxpx, VR V)Wz(VRV)*) = G
and performing a similar calculation to the one above, one finds that
2
/Tr((TrZ(PU)) ) dn(U)
8.322)
L /fm+1 m—1 (
- nm< w1 Mrex — 7 lrox, 3 BiBy® B;Ba>.
a,bel’

Combining (8.310), (8.317), and (8.322), together with some algebra, it
follows that

Jlow =Tr2(00) © ] an(w)

__m-1 [ o1y — LW S BiBy© BB
7m2(n271) X X n X7ab€l—‘ b boa

> (8.323)

where Wy denotes the swap operator on X ® X'. By similar calculations to
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(8.312) and (8.319) above, but replacing U and V by 1y, it may be verified
that

Tr(e?) = % Tr< > BiBy® B;;Ba) (8.324)
n a,bel’
and
1
Tr((TrX(g))2) = nQ<WX7 > B;Bb®B{;Ba>. (8.325)
a,bel’
Consequently,
/HPU —Trz(py) ® WH; dn(U)
_ 8.326)
_1-m 2 9 1 9 9 (
— o (e - L (((©)?) ) < (e
as required. O

A lower-bound on entanglement generation decoding fidelity

The next lemma is used, within the proof of the quantum capacity theorem,
to infer the existence of a decoding channel for the task of entanglement
generation. This inference is based on a calculation involving a Stinespring
representation of the channel through which entanglement generation is to
be considered.

Lemma 8.50 Let X, Y, W, and Z be complexr Euclidean spaces such
that dim(Z) < dim(X) < dim(Y @ W), and let A € U(X,Y @ W) and
W e U(Z,X) be isometries. Define a channel ® € C(X,Y) as

B(X) = Tryy (AX AY) (8.327)
for all X € L(X), and define a state p € DOV ® Z) as
. %m (vec( AT vec(AW)?), (8.328)

where m = dim(Z). There exists a channel = € C(Y, Z) such that

1 o 1o *
F(avec(ﬂz)vec(ﬂz) s (B ® Luz) (vee(W) vee(W) )> (8.329)

> F(p, Trz(p) ® w),

where w =1z /m.
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Proof Let V be a complex Euclidean space of sufficiently large dimension
that the inequalities dim(V) > dim(W) and dim(V® Z) > dim(Y’) hold, and
let B € L(W,V) be an operator such that Try(vec(B) vec(B)*) = Trz(p).
For the vector

W= vec(Bols) e (Ve Z) o Wa 2), (8.330)

vm

one has that Trygz(uu*) = Trz(p) @ w. It is evident that the vector

V= %vec(AW) cYOWRZ (8.331)

satisfies Try(vv*) = p, so it follows by Uhlmann’s theorem (Theorem 3.22)
that there exists an isometry V € U(Y,V ® Z) such that

F(p,Trz(p) ®w) =F(uu", (V@ Iwgz)vo (V@ Iwgz)").  (8.332)
Define a channel Z € C(Y, Z) as

2Y)=Trp(VYV") (8.333)
for every Y € L(Y). It holds that
1
Try (Try (uu®)) = — vee(lz) vee(1z)* (8.334)
m
and
Try (Tl“w((V (029] ]1W®Z)’UU* (V (029] ]1W®Z)*>
1 . (8.335)
= %(:(D ® Ly zy) (vec(W) vec(W)™),
and therefore
F(uu*, (V ® ﬂW®2)UU*(V X IlW@Z)*)
(8.336)

< F(% vee(1z) vee(1z)*, %(5@ 1)) (vec(IW) vec(W)*))

by the monotonicity of the fidelity under partial tracing (which is a special
case of Theorem 3.27). The channel = therefore satisfies the requirement of
the lemma. O

Two additional lemmas needed for the quantum capacity theorem

The two lemmas that follow represent technical facts that will be utilized
in the proof of the quantum capacity theorem. The first lemma concerns
the approximation of one isometry by another isometry that meets certain
spectral requirements, and the second lemma is a general fact regarding
Haar measure.
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Lemma 8.51 Let X, Y, and W be complex Fuclidean spaces such that
dim(X) < dim(Y@W), let A € U(X,YRW) be an isometry, let A € Proj(Y)
and II € Proj(W) be projection operators, and let e € (0,1/4) be a positive
real number. Also let n = dim(X'), and assume that the constraints

(ARIL,AA*Y > (1 —&)n (8.337)
and
2rank(II) < dim(W) (8.338)
are satisfied. There exists an isometry B € U(X,Y @ W) such that

L A= Blly < 36V,
2. Tryy(BB*) < 4ATryw (AA*)A, and
3. rank(Try(BB*)) < 2rank(II).

Proof By means of the singular value theorem, one may write

(AQINA =" spupay (8.339)
k=1

for an orthonormal basis {z1,...,z,} of X', an orthonormal set {uy,...,u,}
of vectors in Y ®W, and a collection {s1,...,sp} C [0, 1] of nonnegative real
numbers. It holds that
n
> sk =(ARIAA*) > (1 —&)n. (8.340)
k=1
Define I' C {1,...,n} as
r={ke{l,...,n}:sf>1- e}, (8.341)
and observe the inequality

S <0+ (n— [T (L~ VE). (8.342)
k=1

From (8.340) and (8.342) it follows that

0> (1-ve)n > g (8.343)
There must therefore exist an injective function f : {1,...,n}\I' = I'; this

function may be chosen arbitrarily, but will be fixed for the remainder of
the proof.
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Next, let W € U(W) be any unitary operator satisfying IIWII = 0. The
assumption that 2rank(IT) < dim()V) guarantees the existence of such an
operator W. As for the function f, the unitary operator W may be chosen
arbitrarily, subject to the condition IIWTI = 0, but is understood to be fixed
for the remainder of the proof.

Finally, define an isometry B € U(X,Y @ W) as follows:

B=Y wai+ >  (1y®@W)uppa;. (8.344)
kel ke{l,..n\T
It remains to prove that B has the properties required by the statement of
the lemma.

First, it will be verified that B is indeed an isometry. The set {uy : k € I'}
is evidently orthonormal, as is the set

For every choice of k € {1,...,n} one has
spug € im((A @I A) Cim(1y @ II), (8.346)

and therefore spug = si(1y & IN)uyg. It follows that

sjsk<uj, (]ly (2] W)uk> = 8j8k<(]ly ® H)Uj7 (]ly & HW)uk>

8.347
= Sj8k<Uj, (]ly ® HWH)uk> =0 ( )

for every choice of j,k € {1,...,n}, by virtue of the fact that IWII = 0.
For j,k € T, it must hold that s;s; > 0, and therefore u; L (1y ® W)uy,.
This implies that the set

{up - ke THU{(ly @ W)uyspy « k€ {1,...,n}\T'} (8.348)

is orthonormal, and therefore B is an isometry.
Next, observe that

A= B2 <[[A- (A A2+ (A2 I)A = Blls. (8.349)

The first term in this expression is bounded as

IA— (A®IA[ = /(1 - A®TI, AA*) < Ven. (8.350)
For the second term, it holds that

lAemA-B=> (s - 1>+ > (s+1)
kel ke{L,..n\I'

n
=n+Y sp—-2Y sp<2n—2|(1-Ve)2.

k=1 kel

(8.351)

[N
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To obtain the first equality in the previous equation, it is helpful to observe
that

spug L (Ty @ W)upap (8.352)
for k € {1,...,n}\I', which makes use of the equation (8.347) along with
the inclusion f(k) € I'. By the inequality (8.343) it therefore holds that

I(A® A - B|? < 2n—2(1 - V&) in < 3nv/z, (8.353)
from which it follows that

|A— B2 < 3e¥4/n. (8.354)

The first requirement on B listed in the statement of the lemma is therefore
fulfilled.
The second requirement on B may be verified as follows:

Tryy (BB*) < 2 Z Tryy (upul,)

her (8.355)

< 1%/5 Tryy (A ® T AA*(A @ T0)) < 4A Tryy(AA*)A.

Finally, to verify that the third requirement on B is satisfied, one may
again use the observation that (1 ® IT)uy, = ug, which implies that

im(Try (uguy)) C im(11), (8.356)
for each k € I'. As

Try(BB*) =Y Try(wup)+ Y, W(Try(upgufp))W*, (8.357)

keT ke{1,...,n\D
it follows that
im(Try(BB*)) C im(II) + im(W1II) (8.358)
and therefore
rank (Try(BB*)) < 2rank(Il), (8.359)
as required. O

Lemma 8.52 Let X, W, and Z be complex Euclidean spaces such that
dim(Z2) < dim(X), let V € U(Z,X) be an isometry, and let Z € LW ® X)
be an operator. It holds that

/H(]lW@V*U*)Z(]lW®UV)||1dn(U) <2z (8.360)

m
n

where m = dim(Z), n = dim(X'), and n denotes the Haar measure on U(X).
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Proof Let {Wy,...,W,2} C U(X) be an orthogonal collection of unitary
operators. (The discrete Weyl operators, defined in Section 4.1.2, provide an
explicit choice for such a collection.) It therefore holds that the completely
depolarizing channel Q € C(X) may be expressed as
1 &
QUX) =— Wi XW; 8.361
(X) = 13 LW (5.361)

for all X € L(X). Define Y = C", and define a channel ® € C(X, Z®)) as

1 &
P(X) = oy STVIWEXWLV ® Ey, (8.362)
k=1

for every X € L(X). The fact that ® is a channel follows from Corollary 2.27
together with the calculation
1 2 n
— > Wi VVW = —Q(VV*) = Ly (8.363)
nm = m

Next, by the right unitary invariance of the Haar measure, it holds that

Jltw e VU 2w uv)|, anw)

(8.364)
= [t & VWU 2 (1w & UWY) |, dn(0)
for every choice of k € {1,...,n%}, and therefore
/H (I @ UV)* Z(Lyw @ UV) ||, dy(U)
1 &
=3 /H (Iy ® UWV)* Z(1yy @ UW,V) H1 dn(U)
=y (8.365)
1 & *
=3 [| X Aw @ UWiV) Z(Lw @ UWV) @ || dn(U)
k=1 1
m

=" [ (Lo © 8) (0 © U9 Z(1 £ D)) |, dn(D).

n

As the trace norm is non-increasing under the action of channels, as well as
unitary invariant, it follows that

" [ (1w © 8) (1 © U 21w © 0) ] da(©)

m . (8.366)
<2 [lawe U 20w e )], dyw) = 211 2|1,

which completes the proof. O
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The quantum capacity theorem

As the following theorem establishes, the entanglement-generation capacity
of a given channel is always at least as large as the coherent information
of the completely mixed state through that channel. This fact, which will
be generalized to arbitrary states in place of the completely mixed state in
a corollary to the theorem, lies at the heart of the proof of the quantum
capacity theorem.

Theorem 8.53 Let & € C(X,Y) be a channel, for complex Euclidean
spaces X and Y. The entanglement generation capacity of ® is at least the
coherent information of the completely mized state w € D(X) through ®:

Lo(w; @) < Que(P). (8.367)
Proof Let W be a complex Euclidean space such that
dim(W) = 2dim(X ® Y), (8.368)
and let A € U(X,Y ® W) be an isometry for which
P(X) =Tryy(AX A¥) (8.369)

for all X € L(X). The somewhat unusual factor of 2 on the right-hand side
of (8.368) will guarantee that the assumptions required by Lemma 8.51 are
met, as is mentioned later in the proof. Define a channel ¥ € C(X, W) as

W(X) = Try(AX A% (8.370)
for all X € L(X), so that ¥ is complementary to ®. It therefore holds that
Io(w; ®) = H(®(w)) — H(T(w)). (8.371)

The theorem is vacuous in the case that I.(w;®) < 0, so hereafter it
will be assumed that I.(w; ®) is positive. To prove the theorem, it suffices
to demonstrate that every positive real number smaller than I.(w; ®) is an
achievable rate for entanglement generation through ®. Toward this goal,
assume that an arbitrary positive real number « satisfying o < Io(w; ®) has
been fixed, and that € > 0 is a positive real number chosen to be sufficiently
small so that the inequality

a < To(w; @) — 26 (H(®(w)) + H(T(w))) (8.372)

is satisfied. The remainder of the proof is devoted to proving that « is an
achievable rate for entanglement generation through &.
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Consider an arbitrary positive integer n > 1/a, and let m = |an]. Also
let T = {0,1} denote the binary alphabet, and let Z = CT. The task in
which a state having high fidelity with the maximally entangled state

27" vec(15™) vec(15™)" (8.373)

is established between a sender and receiver through the channel ®" is to
be considered. Note that the quantity I.(w; ®) is at most log(dim(X)), and
therefore o < log(dim(X)), and this implies dim(Z®™) < dim(X®"). For
any isometry W € U(Z®™ X®") and a channel = € C(Y®", Z¥™)  the state

27" (27" @ 152)) (vee(W) vee(W)*) (8.374)

may be established through the channel ®®", so one may aim to prove that
there exists a choice of Z and W for which the fidelity between the states
(8.373) and (8.374) is high.

It is helpful at this point to let A, € U(X®", Y& @W3") be the isometry
defined by the equation

(YR QY @WL R+ @ W,y Ap(T1 @ @ 1y,))

(8.375)

= (y1 @ w1, Az1) -+ - (Yn © Wn, ATy)
holding for every choice of vectors z1,...,z, € X, y1,...,yn € YV, and
wi, ..., w, € W. In effect, A, is equivalent to A®", except that the tensor

factors in its output space have been permuted, so that the output space
becomes Y®" @ W™ rather than (J ® W)®". It may be noted that

%" (X) = Tryyen (An X A%) and  UE(X) = Tryen (A, X A%L)  (8.376)

for every X € L(AX®").

Now, under the assumption that the decoding channel = € C()®", Z®™m)
has been selected optimally, Lemma 8.50 implies that the fidelity between
the states (8.373) and (8.374) is lower-bounded by

F(p, Trzem(p) @ w2™) (8.377)
for p € D(W®" @ Z9™) defined as
p = 27" Tryen (vec(A, W) vec(A, W)*) (8.378)

and for wz € D(Z) denoting the completely mixed state on Z.

The probabilistic method will be employed to prove the existence of an
isometry W for which the expression (8.377) is close to 1, provided that n
is sufficiently large. In particular, one may fix V € U(Z®™ X®") to be an
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arbitrary isometry, and let W = UV for U chosen at random with respect to
the Haar measure on U(X®"). The analysis that follows demonstrates that,
for an operator W chosen in this way, one expects the quantity (8.377) to
be close to 1, for sufficiently large n, which proves the existence of a choice
of W for which this is true.

Let k = dim(X) and define ¢ € DOWV®" ® X®™) as

€= - Tryon (vec(Ay) vec(4,)°). (8.379)

Also define py € DOW®" @ Z9™) as

1
U= S Tryen (vec(A,UV) vec(A,UV)*), (8.380)

for each unitary operator U € U(X®"), and observe that

k" *
pU = ﬁ(n%’v” QVIUNEMT o VTUT) . (8.381)
For the isometry W = UV, the fidelity between the states (8.373) and
(8.374) is lower-bounded by

F(pu, Trzem(pr) @ w$™), (8.382)

for a suitable choice of the decoding channel =.

Let A, € Proj(Y®") and I, . € Proj(W®") be the projection operators
onto the e-strongly typical subspaces of Y®™ and W®", with respect to any
fixed choice of spectral decompositions of ®(w) and ¥(w), respectively. One
may observe that because ¢ > 0 and rank(¥(w)) < dim(X ® J), it holds
that

1 1
rank(I1,, .) < o dim(W®") < 3 dim(W®™). (8.383)

This is a very coarse bound that will nevertheless be required in order to
utilize Lemma 8.51, and explains the factor of 2 in (8.368).

By Lemma 8.32, there must exist positive real numbers K and 4, both
independent of n and €, and both assumed to be fixed for the remainder of
the proof, such that for

Cne = K exp(—dne?), (8.384)
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one has these inequalities:

1
k7<An,s ® ]l%n ® IL?}”, vec(Ap) vee(4,)*)

= (Ao, (B(@))") > 1 — 22,

. : (8.385)
k—ﬂ(ﬂ%” ® I, ® 15", vec(A,) vec(A,)*)
= (M, (B(w))27) > 1 - 2.
It follows that
k%(An,e @ e @ 19", vee(Ay) vee(An)*) > 1 — (o, (8.386)
which is equivalent to
(Ane @M, ApAy) > (1= Goe) K™ (8.387)

If n is sufficiently large so that (,. < 1/4, it follows by Lemma 8.51 that
there exists an isometry B, € U(X®" Y& @ W®") satisfying these three
conditions:

1 An = Bull, < 3G K2,
Tryyen (BpByy) < 4An e Trypen (AnAL) Ay e, (8.388)
rank (Tryen (BpByy)) < 2rank(IL, ).
By Proposition 8.33, the third condition implies that
rank(Tryen (B, Bj)) < 2n(+) HF@)+HL, (8.389)

Using the second condition, together with Corollary 8.31 and the inequality
Tr(P?) < A\1(P) Tr(P), which holds for all P > 0, one obtains

ﬁ((kln Trypon (BHBZ))2>

4 2
< Tr<<knAn,e Tryyen (AnAZ)An,a> ) (8.390)

=16Tr((An @) "M e)?)

< 2—n(1—5) H(<I>(w))+4.

Finally, define

1
o= Tryen (vec(By) vee(By)*), (8.391)
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and also define

1 *
= Tryen (vec(B,UV) vec(B,UV)*)

T (8.392)
= 3w ASr VU e (1S @ VTUT)"
for each U € U(X®"). It holds that
HPU — Trzem(pr) @ W™ H1
< low = mll, + |70 = Tezen () @ w2
! (8.393)

+ H (Trzem (1) — Trzem (pv)) ®w(§mH1

< HTU — Tl"g@m(TU) ®UJ§m

1 + 2”pU - TUHl’

and so it remains to consider the average value of the two terms in the final
expression of this inequality. When considering the first term in the final
expression of (8.393), it may be noted that

im(ry) € im(Trzen () @ wS™) (8.394)
and therefore

rank (TU — Trzem(Ty) ® wz®m) < rank (Trg®m () ® wg@”")
(8.395)
< om rank(rﬁ“y@n (BnB;)) < 2n(1+6) H(\Il(w))+m+1.

In addition, one has

2
Tr(o?) = Tr((kln Tryyen (BnB;;)) ) < 91— H(®(w)+4, (8.396)

Making use of Lemma 8.49, it therefore follows that

/HTU — Trzem(Ty) ® “{?m”? dn(U)

< on(l+e) H(¥(w))+m+1 /”TU — Trzem (TU) ® wgbmHg dT](U)

< gn((1+e) H(¥ (w)) ~ (1—€) H(®(w)))+m+5

(8.397)

— 9 (Lo (w; @)= 2e(H(P(w))+H(T (w)))) +m—+5

By the assumption (8.372), and using the fact that m = |an|, one has that
this quantity approaches 0 in the limit as n approaches infinity. It therefore
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holds (by Jensen’s inequality) that the quantity
[l = Tezen () @™, dn(V) (8.39)

also approaches 0 in the limit as n approaches infinity. The average value of
the second term in the final expression of (8.393) may be upper-bounded as

Jlos =7l n)

k" .
= om /H (]1W®n &® VTUT) (E _ J)(ﬂw(gn ® VTUT)

L dn(U)
, (8.399)
<=7l < k—nHvec(An)vec(An)* — vec(B,) vee(Bn)*|,

2
< WHATL — Bull, <6 ¢

by Lemma 8.52. Once again, this quantity approaches 0 in the limit as n
approaches infinity. It follows that the entanglement generation capacity of
® is at least a,, which completes the proof. O

Corollary 8.54 Let X and ) be complex Euclidean spaces, let ® € C(X,))
be a channel, and let o € D(X) be a density operator. The quantum capacity
of ® is lower-bounded by the coherent information of o through ®:

Lo(o; @) < Q(P). (8.400)

Proof Observe first that it is a consequence of Theorem 8.53 that

Lo(wy; @) < Q(P) (8.401)
for every nontrivial subspace V C X, where
Iy
wy = dim(V) (8.402)

is the flat state corresponding to the subspace V. To verify that this is so, let
Z be any complex Euclidean space with dim(Z) = dim(V), let V € U(Z, X)
be an isometry such that VV* =1Iy, and define a channel = € C(Z,)) as

2(Z) = ®(VZV*) (8.403)

for all Z € L(Z). It is evident that Q(Z) < Q(®); the channel ® emulates
=, so for every positive integer n it holds that ®®" emulates every channel
that can be emulated by =®7". It follows that

Q(®) 2 Q(E) = Quu(B) = Ie(wz; E)
I

8.404
=1.(VwzV* @) = I (wy; ), ( )
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as claimed.
Now, let A € U(X,Y ® W) be an isometry such that
O(X) = Try(AX AY) (8.405)

for all X € L(X), for a suitable choice of a complex Euclidean space W, and
define a channel ¥ € C(X, W) as

U(X)=Try(AXAY) (8.406)
for all X € L(X). It therefore holds that ¥ is complementary to ®, so that

I.(o; @) = H(®(0)) — H(¥(0)). (8.407)
Let
o= pla)z.z] (8.408)
acXl

be a spectral decomposition of o, and let

Ane
Wn e

= (A € D(&®™) (8.409)

for each positive integer n and each positive real number € > 0, for A,
denoting the projection onto the e-strongly typical subspace of X®", with
respect to the spectral decomposition (8.408).

Next, let € > 0 be a positive real number, to be chosen arbitrarily. By
Lemma 8.36, it follows that there must exist a positive integer ng such that,
for all n > ng, one has
1

- H(®%" (wne)) — H((I)((T))‘ < (2H(o) + H(®(0)) + 1)e. (8.410)

Along similar lines, there must exist a positive integer ny such that, for all
n > ni, one has

1
[ HOP ) ~ B((0)] < (2H() + HW(0) + Ve (541)

There must therefore exist a positive integer n such that
1
‘710 (wWn,e; @F7) — Io(0; @)

n

(8.412)
< (4H(o) + H(®(0)) + H(¥(0)) + 2)e.
By the argument presented at the beginning of the proof, it holds that
Ic(wn,e;(b@n) < Q(q>®n) _
n - n N

Q(®), (8.413)
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and therefore
Q(®) > 1.(0;®) — (4H(o) + H(®(0)) + H(¥(0)) + 2)e. (8.414)
As € has been chosen to be an arbitrary positive real number, it follows that
Q(®) > I.(0; D), (8.415)
which completes the proof. O
Finally, the quantum capacity theorem may be stated and proved.

Theorem 8.55 (Quantum capacity theorem) Let X and Y be complex
Fuclidean spaces and let ® € C(X,)) be a channel. It holds that

Q(®) = lim L(®)

n—00 n

(8.416)

Proof For every positive integer n and every density operator o € D(X®"),
one has

Io(o; %) < Q(O%") = n Q(P) (8.417)
by Corollary 8.54, and therefore
®Xn
@ < Q(P). (8.418)

If it holds that Q(®) = 0, then the theorem evidently follows, so it will be
assumed that Q(®) > 0 for the remainder of the proof.

Suppose that o > 0 is an achievable rate for entanglement generation
through ®, let § € (0,1) be chosen arbitrarily, and set ¢ = §2/2. Also
let I' = {0,1} and Z = C'. As a is an achievable rate for entanglement
generation through @, it holds, for all but finitely many positive integers n
and for m = |an|, that there must exist a unit vector u € X®" ® Z®™ and
a channel = € C(Y®", Z¥™) such that

F(27" vee(1™) vee(15™)", (20°" @ 152 ) (uu’)) > 1—e,  (8.419)
and therefore

|27 vee(15™) vec(15™)* — (E0°" @ 1572 (uu”)

]1 <20 (8.420)

by one of the Fuchs—van de Graaf inequalities (Theorem 3.33). For any unit
vector u € X®" @ Z®™ for which the inequality (8.420) holds, one concludes
from the Fannes—Audenaert inequality (Theorem 5.26) that for

p = Trzem(uu®) (8.421)
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the inequalities

H((Z0%" @ 1572)) (uu*)) < 26m + 1 (8.422)
and
m —H(ZE®®"(p)) < dm +1 (8.423)
are satisfied. Together with Proposition 8.15, these inequalities imply that
Lo (p; @9™) > L. (p; E%™) > (1 — 36)m — 2. (8.424)
As m = |an] > an — 1, it follows that
Le(p: 27) f@ﬂ) > (1-38)a - % (8.425)

It has been proved that for any achievable rate a > 0 for entanglement
generation through ®, and for any § > 0, that
3 Lo(p;@®m)

(1-30)a— " < =22 < Q(P) (8.426)

for all but finitely many positive integers n. Because Q(®) is equal to the
supremum value of all achievable rates for entanglement generation through
®, and & > 0 may be chosen to be arbitrarily small, the required equality
(8.416) follows. O

8.3 Non-additivity and super-activation

Expressions for the classical and quantum capacities of a quantum channel
are given by regularizations of the Holevo capacity and maximum coherent
information,

C(®) = lim X(@%") and Q(V¥) = lim

n—oo n n—oo n

(8.427)

as has been established by the Holevo—Schumacher—Westmoreland theorem
and quantum capacity theorem (Theorems 8.27 and 8.55). Non-regularized
analogues of these formulas do not, in general, hold. In particular, the strict
inequalities

(@ ®®) > 2y(®) and I.(V @ U) > 20.(P) (8.428)

hold for a suitable choice of channels ® and ¥, as is demonstrated in the
subsections that follow. These examples reveal that the Holevo capacity
does not coincide directly with the classical capacity, and likewise for the
maximum coherent information and quantum capacity.
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With respect to the Holevo capacity, the fact that a strict inequality may
hold for some channels ® in (8.428) will be demonstrated in Section 8.3.1,
through the use of Theorem 7.49 from the previous chapter. The existence
of such channels is far from obvious, and no explicit examples are known
at the time of this book’s writing—it is only the existence of such channels
that is known. The now falsified conjecture that the equality

X(Po @ @1) = x(®o) + x(P1) (8.429)

should hold for all choices of channels &y and ®; was known for some time
as the additivity conjecture.

In contrast, it is not difficult to find an example of a channel ¥ for which
a strict inequality in (8.428) holds. There are, in fact, very striking examples
of channels that go beyond the demonstration of non-additivity of maximum
coherent information. In particular, one may find channels ¥y and ¥, such
that both ¥y and ¥, have zero quantum capacity, and therefore

Lo(¥o) = LIe(¥1) = 0, (8.430)

but for which
I.(Po® W) >0, (8.431)
and therefore ¥y ® W has nonzero quantum capacity. This phenomenon is
known as super-activation, and is discussed in Section 8.3.2. From such a

choice of channels ¥y and ¥y, the construction of a channel ¥ for which the
strict inequality (8.428) holds is possible.

8.3.1 Non-additivity of the Holevo capacity
The fact that there exists a channel ® for which

X(® Q@ ®) > 2x(P) (8.432)

is demonstrated below. The proof makes use of Theorem 7.49, together with
two basic ideas: one concerns the direct sum of two channels, and the other is
a construction that relates the minimum output entropy of a given channel
to the Holevo capacity of a channel constructed from the one given.

Direct sums of channels and their minimum output entropy

The direct sum of two maps is defined as follows. (One may also consider
direct sums of more than two maps, but it is sufficient for the needs of the
present section to consider the case of just two maps.)
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Definition 8.56 Let Xy, X1, Vo, and Y be complex Euclidean spaces and
let ®g € T(Xp, Vo) and @1 € T(X7,Y1) be maps. The direct sum of &y and
®4 is the map ®¢ @ P € T(Xy ® X1,V D V1) defined as

(Po @ P1) (‘on X1> _ (‘I’o(OXO) <I>1(0X1)> (8.433)

for every X € L(X)) and X; € L(X}). The dots in (8.433) indicate arbitrary
operators in L(X;, Xy) and L(Xy, A7) that have no influence on the output
of the map &y & P;.

The direct sum of two channels is also a channel, as is established by the
following straightforward proposition.

Proposition 8.57 Let Xy, X1, Vo, and Y1 be complex Euclidean spaces
and let @y € C(Xp, W) and &1 € C(X1, V1) be channels. The direct sum of
Dy and ®1 is a channel: g ® &1 € C(Xy ® X1,V D ).

Proof It is immediate from the definition of the direct sum of ®y and
®; that ®g @ P, is trace preserving, so it suffices to prove that ®g @ ¢,
is completely positive. Because ®¢ and ®; are completely positive, Kraus
representations of the form

®o(Xo) = Y AuXoA; and &1(Xy) =) ByX|B; (8.434)
acy bel

of these maps must exist. Through a direct computation, one may verify

that
s - (4 (3 )

acx

0 0 0 0\
Z\0 B, 0 B,

for all X € L(Xp @ X1). It follows that &g @ P4 is completely positive, as
required. O

(8.435)

By Theorem 7.49, there exist channels ®¢ and ®; such that
Hmin(q)o X (I>1) < Hmin(q)O) + Hmin(q)l)- (8436)

It is possible to obtain, from this fact, an example of a single channel ® such
that

Hmin(q) ® (I)) < 2Hmin(q))- (8437)

The following corollary (to Theorem 7.49) establishes that this is so.
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Corollary 8.58 There exists a channel ® € C(X,)Y), for some choice of
complex Euclidean spaces X and Y, such that

Hinin (® ® @) < 2Hyin (P). (8.438)

Proof By Theorem 7.49, there exist complex Euclidean spaces Z and W
and channels ¥y, ¥y € C(Z,W) such that

Hmin(\IIO ® ‘Ill) < Hmin(\I/[)) + Hmin(\Ijl)- (8439)

Assume that such a choice of channels has been fixed for the remainder of
the proof.
Let 09,01 € D(Z) be density operators satisfying

H(%o(00)) = Hmin(¥o) and H(¥1(01)) = Hmin(¥1), (8.440)
and define channels &g, ®; € C(Z, W Q@ W) as
D0(Z2) =T(Z) @ ¥1(01) and D1(Z) = Yg(op) @ U1(2) (8.441)
for all Z € L(Z). Observe that
Hinin(20) = Hnin(P0) + Hnin (V1) = Huin(P1) (8.442)

and
Hmin((DO ® (I)l) = Hmin(\l}() ® \Ijl) + Hmin(\IjO) + Hmin(qll)
<2 Hmin(‘I}O) +2 Hmin(‘I}O) = Hmin(q)O) + Hmin(q)l)~

Finally, let X = Z@® Z and Y = W W) d (W @ W), and define
® e C(X,)) as

(8.443)

=Dy P (8.444)

It remains to verify that Hyjn(® @ @) < 2 Hpin (P).
For any state p € D(Z @ £), one may write

a (AZPE (1—ZA)p1> (8.445)

for some choice of A € [0,1], po, p1 € D(Z), and Z € L(Z). Evaluating ® on
such a state p yields

B(p) = (A@oo(po) - A?@(m)) 7 (8.446)

so that

H(®(p)) = AH(®o(po)) + (1 = A)H(®1(p1)) + HA T = A). (8.447)
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One concludes that
Hunin(®) = Hunin(®0) = Hmin (®1). (8.448)
Finally, define an isometry V € U(Z® Z,(Z® 2) ® (£Z & Z)) by the
equation
V(zo®21) = (200 0) ® (0D 21) (8.449)

holding for all zg,21 € Z. For every choice of operators Zy, Z; € L(Z) it
therefore holds that

V(Zo® Z)V* = <Z0° 8) ® (8 Zol> : (8.450)
so that
(@R ®)(V(Z @ Z1)V*) = (@O(OZO) 8) ® (8 @1(021)> . (8.451)

One concludes that
H((@ © ©)(VEV™) = H((®o © 0,)(¢)) (8.452)
for every density operator £ € D(Z ® Z), and therefore
Huin(P®P) < Hiin(Po®@P1) < Hunin(Po) +Hinin (P1) = 2 Hmin (P), (8.453)

as required. O

From low minimum output entropy to high Holevo capacity

The construction to be described below allows one to conclude that there
exists a channel ¥ for which the Holevo capacity is super-additive, meaning
that

x(U @ W) > 2y (), (8.454)
by means of Corollary 8.58.

Suppose that X and ) are complex Euclidean spaces and ® € C(X,)) is
an arbitrary channel. Suppose further that ¥ is an alphabet and

{Us : a€X}CUY) (8.455)
is a collection of unitary operators with the property that the completely

depolarizing channel Q € C()) is given by

1
QY) == Yu;: 4
( ) |E| (IEZZJUQ Ua (8 56)

for all Y € L(}). (Such a collection may, for instance, be derived from the
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discrete Weyl operators defined in Section 4.1.2.) Let Z = C* and define a
new channel ¥ € C(Z ® X,)) by the equation

U(E,p® X) = (8.457)

U o(X)UF ifa=0b
otherwise

holding for all a,b € ¥ and X € L(X).

The action of the channel ¥ may alternatively be described as follows. A
pair of registers (Z, X) is taken as input, and a measurement of the register
Z with respect to the standard basis of Z is made, yielding a symbol a € X.
The channel ® is applied to X, resulting in a register Y, and the unitary
channel described by U, is applied to Y. The measurement outcome a is
discarded and Y is taken to be the output of the channel.

As the following proposition shows, the Holevo capacity of the channel ¥
constructed in this way is determined by the minimum output entropy of
the channel ®.

Proposition 8.59 Let ® € C(X,Y) be a channel, for complex Euclidean
spaces X and Y, let ¥ be an alphabet, let {U, : a € X} C U(Y) be a
collection of unitary operators for which the equation (8.456) holds for all
Y € L(Y), let Z =C=, and let ¥V € C(Z2® X,Y) be a channel defined by
the equation (8.457) holding for all a,b € ¥ and X € L(X). It holds that

X(¥) = log(dim(Y)) — Huin(®). (8.458)
Proof Consider first the ensemble 1 : ¥ — Pos(Z ® &) defined as
1
n(a) = EEa,a ®p (8.459)

for all a € X, where p € D(X) is any state for which

Hunin (@) = H(®(p))- (8.460)
One has
x(¥(n (Ela%U@ a) m%HU@
(8.461)

— H(2(p)) — H(®(p))
= log(dim(Y)) — Hmin(®).
It therefore holds that

X(T) > log(dim(Y)) — Hynin(®). (8.462)
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Next, consider an arbitrary state o € D(Z ® X). For A € C(Z) denoting
the completely dephasing channel, one may write

(A@ L) (o) =Y a(a)Bue ® &, (8.463)
agx

for some choice of a probability vector ¢ € P(X) and a collection of states

{{a : a € X} CD(X). (8.464)
It holds that
=Y q(a)U,D(&), (8.465)
acey
and therefore
> qla ) > Hppin(®) (8.466)
a€eX

by the concavity of the von Neumann entropy function (Theorem 5.23).
Finally, consider an arbitrary ensemble 7 : I' — Pos(Z ® X), written as

n(b) = p(b)oe (8.467)
for each b € T', for p € P(T") being a probability vector and
{op : €T} CD(ZR®X) (8.468)
being a collection of states. It holds that
x(¥(n) = H(ZP(’?W(%)) = >_p(b) H(¥(0))
ber ber (8.469)
< log(dim(Y)) — Hppin(P).
The ensemble n was chosen arbitrarily, and therefore
x(¥) < log(dim(Y)) — Huin(®), (8.470)
which completes the proof. O

Theorem 8.60 There exists a channel ¥ € C(W,)), for some choice of
complex Euclidean spaces W and Y, such that

X(¥ @) > 2x(P). (8.471)

Proof By Corollary 8.58 there exist complex Euclidean spaces X and )
and a channel ® € C(X,)) for which the inequality

Hmin(q) ® (b) <2 Hmin(q)) (8472)



8.3 Non-additivity and super-activation 545

holds. Let ¥ be an alphabet and let
{Uy : a€X} CUQ) (8.473)

be a collection of unitary operators for which

1

oY) =

> UYU; (8.474)

acx

for all Y € L(Y). Also let Z = C* and let ¥ € C(Z ® X,)) be the channel
defined by the equation (8.457) above for all a,b € ¥ and X € L(X).

Up to a permutation of the tensor factors of its input space, ¥ ® ¥ is
equivalent to the channel 2 € C((Z2® Z) ® (X ® X),Y ® ) that would be
obtained from the channel ® ® ® by means of a similar construction, using
the collection of unitary operators

{(Us®@Up : (a,b) €2 xS} CUQ @ V). (8.475)

It therefore follows from Proposition 8.59 that

xX(¥) = log(dim(Y)) — Hunin () (8.476)

while
X(¥ ® V) =log(dim(Y ® V) — Hpin (P @ @) > 2x (). (8.477)
Taking W = Z ® X, the theorem is therefore proved. O

One consequence of this theorem is that an analogous statement to the
Holevo—Schumacher—Westmoreland theorem (Theorem 8.27), but without a
regularization, does not hold in general. That is, because

X(@®P)

c(@) > X222

(8.478)

it is the case that C(®) > x(®) for some choices of a channel ®.

8.3.2 Super-activation of quantum channel capacity

The purpose of the present subsection is to demonstrate the phenomenon of
super-activation, in which the tensor product of two zero-capacity channels
have positive quantum capacity. As a byproduct, one obtains an example of
a channel ¥ satisfying 1.(¥ ® ¥) > 21,().
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Two classes of zero-capacity channels
It is possible to prove that certain classes of channels have zero quantum
capacity. Self-complementary channels and channels whose Choi operators
are PPT fall into this category. The following proposition establishes that
channels whose Choi operators are PPT must have zero capacity.

Proposition 8.61 Let ® € C(X,Y) be a channel, for complex Euclidean
spaces X and Y, such that J(®) € PPT(Y : X). It holds that Q(®) = 0.

Proof The first step of the proof is to establish that, for every choice of a
complex Euclidean space W and a state p € D(X ® W), one has

(® ® L) (p) € PPT(Y : W). (8.479)

Toward this goal, observe that for any choice of a complex Euclidean space
W and a positive semidefinite operator P € Pos(X ® W), there must exist
a completely positive map Up € CP(X, W) satisfying

P = (Lya ® ¥p)(vec(ly) vec(Ly)®). (8.480)

The map ¥ p is, in fact, uniquely defined by this requirement; one may obtain
its Choi representation by swapping the tensor factors of P. It follows that,
for any complex Euclidean space W and any state p € D(X ® W), one must
have

(T®Liow) (2@ Low))(p))

= (I @ ¥,) (T @ L)) (J(®))) € Pos(Y : W) (8.481)

by virtue of the fact that ¥, is completely positive and J(®) € PPT(Y : &),
which establishes (8.479).
As J(®) e PPT(Y : X) , it follows that

J(®®") € PPT(Y®" : X¥") (8.482)

for every positive integer n. For every choice of positive integers n and m, for
Z =C" for T' = {0,1}, and for any channel Z € C(Y®", Z%™)_ it therefore
holds that

(B0 @ 157 )(p) € PPT(Z%™ : Z¥™) (8.483)
for every state p € D(X®" @ Z9™). By Proposition 6.42, one therefore has

F(27" vee(15™) vec(12™)", (05" 0 152)(p)) <27™/% (8.484)
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For every choice of a positive real number o > 0, it must therefore be
the case that « fails to be an achievable rate for entanglement generation
though ®. Consequently, ® has zero capacity for entanglement generation,
which implies Q(®) = 0 by Theorem 8.46. O

The second category of channels mentioned above having zero quantum
capacity are self-complementary channels. These are channels ® € C(X,))
such that there exists an isometry A € U(X,Y ® )) such that

B(X) = (T @ Tr) (AXA) = (Tr @ Lpy)) (AX AY) (8.485)

for every X € L(X). By Proposition 8.17, the coherent information of every
state o € D(X) through a self-complementary channel ® must be zero:

Io(o;®) =H(®(0)) — H(®(0)) = 0. (8.486)

As every tensor power of a self-complementary channel is necessarily self-
complementary, the quantum capacity theorem (Theorem 8.55) implies that
self-complementary channels have zero quantum capacity. The following
proposition states a more general variant of this observation.

Proposition 8.62 Let ® € C(X,Y) and ¥ € C(X, Z) be complementary
channels, for complex Fuclidean spaces X, Y, and Z, and suppose that there
exists a channel = € C(Z,Y) such that ® = EW. It holds that ® has zero
quantum capacity: Q(®) = 0.

Proof Let n be a positive integer and let ¢ € D(X®") be a state. One has

Io(0; %) = 1 (0; E¥™UE™) < 1 (0; TM) (8.487)
by Proposition 8.15. Because ¥ is complementary to ®, it holds that W&”
is complementary to ®®", and therefore

Io(0;®%") = H(®®"(0)) — H(T®"
<(: ") = K(#%"(0) - H(¥'(0) 58)
= —Io(o; UF") < —Io(0; 2%7),
which implies
Io(o; %) <0. (8.489)
As this is so for every choice of n and every state o € D(X®"), it follows
that Q(®) = 0 by Theorem 8.55. O

Remark Channels of the form ® € C(X,Y) for which there exists a channel
¥ € C(X, Z) complementary to ®, as well as a channel E € C(Z,Y) for
which ® = =V, are known as anti-degradable channels.
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50% erasure channels
A 50%-erasure channel is a simple type of self-complementary channel that
plays a special role in the example of super-activation to be presented below.
For any choice of a complex Euclidean space X, the 50%-erasure channel
defined with respect to X is the channel = € C(X,C & X) defined for each

X e L(X) as
2(X) = % (TYE)X ) ;) . (8.490)

Intuitively speaking, a 50%-erasure channel acts as the identity channel
with probability 1/2, and otherwise its input is erased. Under the assumption
that X = C¥, for ¥ being a given alphabet, one may associate the complex
Euclidean space C® X with C1#IY2 for # being a special blank symbol that
is not contained in 3. With this interpretation, the event that the input is
erased may be associated with the blank symbol # being produced, so that

1. 1
E(X) = 5 X + 5 T(X) By 4 (8.491)

for every X € L(X).
For every choice of X, the 50%-erasure channel = € C(X,C & X) is self-
complementary: one has

E(X) = (Tr @ 1)(AX A*) = (1 ® Tr)(AX A" (8.492)
for Ac UX,(Co X)® (Cd X)) being the isometry defined as

1 1
Ar=—7000) 100+

for every x € X. It follows that Q(Z) = 0.

(1e0)®(0sx) (8.493)

A theorem of Smith and Yard

The following theorem allows one to prove lower bounds on the maximum
coherent information of a channel tensored with a 50%-erasure channel on
a sufficiently large space. For a suitable choice of a zero-capacity channel
tensored with a 50%-erasure channel, the theorem leads to a demonstration
of the super-activation phenomenon.

Theorem 8.63 (Smith-Yard) Let X, Y, and Z be complex Euclidean
spaces, let A € U(X,Y ® Z) be an isometry, and let € C(X,)) and
U e C(X, Z) be complementary channels defined as

B(X) =Trz(AXAY) and W(X)=Try(AXA%) (8.494)
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for every X € L(X). Also let ¥ be an alphabet, let n : ¥ — Pos(X) be an
ensemble of states, let W be a complex Euclidean space satisfying

dim(W) > Z rank(n(a)), (8.495)
aEX

and let 2 € C(W,C & W) denote the 50%-erasure channel on W. There
exists a density operator p € D(X ® W) such that

Te(p; @ Z) = Sx(®(n) — (). (8.496)
Proof By the assumption
dim(W) > Z rank(n(a)), (8.497)

acx

one may choose a collection of vectors {u, : a € ¥} C X ® W for which it
holds that

Try (o) = n(a) (8.498)
for each a € X, and for which
{Trx(uqu}) : a € X} (8.499)
is an orthogonal set of operators. Let V = C*, define a unit vector

U= DU EVOXOW, (8.500)
acx

and let p = Try(uu*). One may observe that, by virtue of the fact that
(8.499) is an orthogonal set, it holds that

Tryy(uu) = > Eaq @ n(a). (8.501)
aex

For the unit vector v € V® Y ® Z ® W defined as v = (1y ® A ® Lyy)u, it
therefore holds that

Trw(v0*) = Y Eqq ® An(a)A™. (8.502)
aex

The 50%-erasure channel = has the property that

H((@ @ 3)(6) = 5 H(®  Low)(0) + 5 HE@(T(0)) +1, (8:503)

and likewise for the channel ¥ in place of ®. As ¥ is complementary to ®
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and = is self-complementary, it follows that
Lo(p; @ ® E) = H((® ® E)(p)) — H((¥ ® E)(p))
= SH(@® L)) ~ BT O Lon)())  (s.50)

+ % H(®(Try(p))) — %H(WTTW“’)))-

Now, let V, Y, Z, and W be registers corresponding to the spaces V, ),
Z, and W, respectively, and consider the situation in which the compound
register (V,Y,Z, W) is in the pure state vv*. It holds that

H((® @ Low)(p)) = H(Y, W) = H(V,Z),

H((\II ® ]lL(W))(p)) = H(Z’W) = H(V7 Y)7 (8.505)
H(®(Trw(p))) = H(Y),
H(¥(Trw(p))) = H(Z),

and therefore
— 1 1 1
(g @ ©2) = JIV:Y) = S1V:2) = x(@(n) — 5x(T(0),  (3:506)
as required. O

An explicit example of super-activation

An example of the super-activation phenomenon, based on Theorem 8.63,
will now be described. The first step is to define a zero-capacity channel ¢
as follows. Let

00 a 0 0 0 0 0
00 0 0 0 00 a
A = Ay —
Y1y 00 0| 27—y 00 0o’
0 v 00 0 ~ 0 0
B0 0 0 000 0
oo o0 o0 (B oo o
Ag—ooﬁo, A4_0005, (8.507)
000 0 0000
000 O 03 00
030 0 0000
=10 00 ol 4 |oo o ol
000 -3 00 B 0
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a=1v2-1, 5:1/1—%, and 7:,/%—%, (8.508)

and define ® € C(C*) as

where

6
D(X) = AXA; (8.509)
k=1

for every X € L(C*).

The fact that ® is a zero-capacity channel follows from the fact that the
Choi representation of ® is a PPT operator. One way to verify this claim is
to check that

(T @1y (J(P)) = J(O) (8.510)

for © € C(C*) being the channel defined as

6

O(X) =Y ByXBj (8.511)
k=1
for every X € L(C*), where
00 a0 0 0 00
0000 0 0 0 «
B = By —
Y1~y 000" 27|y 0 0 o]
0 v 00 0 —y 0 0
B0 0 0 000 O
(oo o0 o0 B oo o
Bg_OOﬁO,BLL_OOOiB, (8.512)
0000 000 0
0000 03 00
1o B 0 o0 oo o0 o0
Bs=10 00 0o %=|0o 0 0 0
000 B 00 80

It therefore follows from Proposition 8.61 that ® has zero quantum capacity.
A channel complementary to ® is given by ¥ € C(C*,C®) defined as

4
U(X)=> CpXCj (8.513)
k=1
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for every X € L(C*), where

0 0 «
00 0
B 00
=10 0 o0
00 0
08 0
v 0
— 0
0 0
G=109 o
0 0
0 0

OO oo oo

o oW o o

oo W o oo

Cs

K
[

Finally, define density operators

gp =

O O OwN=
O OoONE= O
o O O O

o O O O

and o] =

oW o oo
oo oo o

coo o2

OO oo oo

o O O O

and define an ensemble 7 : {0,1} — Pos(C*) as

1
77(0) = 500

It holds that

and

2—/2 0
2
2—+/2
0 /2
0 0
0 0
41
2—1
0 ¥
0 0
0 0

%OO
—_

O W

I
o o
S

S

o O O O

O O O O OO

oo o oo

oo oo o oo ol O

o~ O O

1
and n(1) = 01

o O O

P

= o O O

[

]

o O O

5

]

(8.514)

(8.515)

(8.517)

(8.518)
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while

221 g 0 0 0 0

0 221 o 0 0 0

0o 0 =2 0o 0 0
U(0g) = W(oy) = i 8.519
(00) = ¥(0) 0 o o =2 g g (8.519)

0o 0 0 0 22

o 0o 0 0 0 222

One therefore has that

X(@m) =H(%,1,3,1) —H(52, 52 V5L VR s 4 (8.520)

while x(¥(n)) = 0. By Theorem 8.63, there must exist a density operator
p € D(C* ® C*) such that

1
100’
for 2 € C(C*, C @ C*) being a 50%-erasure channel. One therefore has that
Q(®) = Q(E) =0, while Q(® ® E) > 0.

Io(p; P ® =) > (8.521)

The need for a regularization in the quantum capacity theorem

The super-activation example described above illustrates that the maximum
coherent information is not additive; one has

1D ®E) > Io(®) + 1(2) (8.522)

for the channels ® and = specified in that example. As these channels are
different, it does not follow immediately that a strict inequality of the form

I, (U®") > nl () (8.523)

holds for any choice of a channel ¥ and a positive integer n. It is possible,
however, to conclude that such an inequality does hold (for n = 2) using a
direct sum construction along similar lines to the one used in the context
of the Holevo capacity and minimum output entropy. The following three
propositions that concern direct sums of channels will be used to reach this
conclusion.

Proposition 8.64 Let Xy, X1, Vo, V1, 2o, and Z1 be complex Euclidean
spaces, and let &g € C(Xo, Do), ®1 € C(X1,)1), ¥y € C(Xy, 2p), and
Uy € C(X1, 21) be channels such that g is complementary to ®o and Uy is
complementary to ®1. The channel Yo ® Uy is complementary to ®g ® Py.
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Proof Let Ag € U(Xp, Yo ®Zp) and Ay € U(X1, V1 ® Z1) be isometries such
that the following equations hold for all Xy € L(Xp) and X; € L(A&)):
@O(X()) = TI"Z0 (A()XOAS), \I/(](X()) = Tryo (A()X(]AS),

8.524
D1(X1) = Trz, (A1 X147),  01(X1) = Try, (A1 X1 A47). (5524

Let W € U((yo ® Zo) D (yl ® Zl), (yo D )il) ® (ZO D Zl)) be the isometry
defined by the equation

W ((yo ® 20) ® (y1 ® 21))

8.525
=we0)®((020)+ 0B Y1) ® (0D 2) ( )
for every yo € Yo, y1 € W1, 20 € 2o, and 21 € Z1. The equations
_ Ay 0 A; O N
((I)()@‘I)l)(X)—Trgn@gl <W<O A1>X<O AT>W )
(8.526)

Ay 0 Ay 0 *
(Vo & V1)(X) = Try,an <W ( 00 A1> X ( o0 A’{) W )

hold for all X € L(Xp @ X;), which implies that Uy @ ¥, is complementary
to &g @ P1, as required. O

Proposition 8.65 Let ¢ € C(Xp, W) and 1 € C(X1, V1) be channels, for
Xo, X1, Yo, and Y1 being complex Euclidean spaces, and let o € D(Xy @ X1)
be an arbitrary state, written as

)\0’0 X =
o= (X* Q- A)ﬁ) (8.527)

for A €10,1], o9 € D(Xp), o1 € D(XY), and X € L(X1, Xp). It holds that
Io(o; @0 @ P1) = Al(00; Do) + (1 — N)I(o1; P1). (8.528)
Proof Observe first that

B )\‘I’O(UO) 0
H((® & ®1)(0)) = H ( 0 (- A)¢>1(01)>

= AH(®o(00)) + (1 — A) H(®1(o1)) + H(A, 1 = A).

(8.529)

Assuming that Zy and Z; are complex Euclidean spaces and ¥y € C(Xp, Zo)
and ¥ € C(Xy, Z1) are channels complementary to ®g and @1, respectively,
one has that

H((¥o ® ¥1)(0))

= ANH(¥y(09)) + (1 — \)H(Ty(07)) + HA, 1 — \) (8.530)
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by a similar calculation to (8.529). As Uy ¥y is complementary to ®¢ @ P4,
as established in Proposition 8.64, it follows that

Lo(o; Qo © @1) = H((Po © ®1)(0)) — H((Yo & ¥1)(0))
= /\( (%(Uo)) H(‘I’O(UO)))
= A)(H(®, —H(¥1(01)))
)+ (- ) (01;@1)

as required. O

(8.531)

= (Uo,q’o

Proposition 8.66 Let Xy, X1, Vo, and V1 be compler Fuclidean spaces
and let &g € C(Xp, Vo) and &1 € C(X1,)1) be channels. It holds that

IC((CI)O &) CI)l) ® (CI)() &) (I)l)) > Ic(q>0 ® (I)l). (8.532)

Proof Define an isometry W € U(Xy ® X1, (X @ X1) ® (X @ X1)) by the
equation

W(SL‘Q ® .221) = (.To () O) & (O D .Tl) (8.533)

holding for all g € Xy and x; € X}, and along similar lines, define an
isometry V € U(Vo @ V1, (Vo ® Y1) @ (Vo ® J1)) by the equation

V(yo®y1) = (yo®0) @ (0@ y1) (8.534)
for all yg € Vo and y; € V1. One has that
(@0 ® ©1) ® (o @ 1)) (W(Xo ® X1)W*)

o(X0) 0 0 0
B T L

= V(®0(Xo) ® ®1(X1))V

for all Xy € L(AXp) and X; € L(Xy).
For every choice of a density operator o € D(Xp ® A1), it follows that

L((WoW™; (29 @ ©1) ® (®o ® 1)) = Lc(0; Po @ 1), (8.536)
which implies the proposition. O

Finally, consider the channel ¥ = & @ £, for & and = as in the example
of super-activation described above. By Proposition 8.65, one may conclude
that I.(® @ E) = 0, while Proposition 8.66 implies

I.((2@E)@ (2D E)) > 1.(PRE) > 0. (8.537)

It therefore holds that the channel ¥ = ® & = satisfies the strict inequality
(8.523) for n = 2.
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As a consequence of this fact, one has that the quantum capacity and
maximum coherent information differ for some channels. In this sense, the
regularization in the quantum capacity theorem (Theorem 8.55) is similar to
the one in the Holevo—-Schumacher-Westmoreland theorem (Theorem 8.27)
in that it cannot generally be removed.

8.4 Exercises

Exercise 8.1 Let &g € C(Xp,)p) and @1 € C(X1, V1) be channels, for an
arbitrary choice of complex Euclidean spaces Xy, X1, Yo, and Y.

(a) Prove that
IC((I)O &) (1)1) = max{Ic(CI>0)7 IC((I)I)} (8538)

(b) Prove that

X(Bo & 1) = max (M(@0) + (1= N)x(®1) + H(A, 1= V). (8.539)
Exercise 8.2 Let X, )Y, Z, and W be complex Euclidean spaces, let
® € C(X,Y) and ¥ € C(Z,W) be channels, and assume that ® is an
entanglement breaking channel (q.v. Exercise 6.1). Prove that the following
identities hold:

(a) Hpin(® ® ¥) = Hypin (®) + Hpin (¥).
(b) x(®®T) = x(®) + x(V).
(c) Io(® ® ¥) = L.(D).

Exercise 8.3 Let ® € C(X,)) be a channel, for complex Euclidean spaces
X and Y. It is said that ® is degradable if there exists a complex Euclidean
space Z and a channel ¥ € C(Y, Z) such that ¥® is complementary to ®.

(a) Prove that, for any choice of a degradable channel ® € C(X,)), states
09,01 € D(X), and a real number A € [0, 1], the following inequality
holds:

Ic(Aoo + (1 = N)o1; @) > Mo(o9; @) + (1 — Me(o1; D). (8.540)

(Equivalently, the function o + I.(c; @) defined on D(X) is concave.)

(b) Prove that, for any choice of complex Euclidean spaces X, ), Z, and
W and degradable channels ® € C(X,)) and ¥ € C(Z,W), it holds
that

(@ ® ) = Io(®) + Lo(P). (8.541)



8.4 FEzxercises 557

Exercise 8.4 Let X be a complex Euclidean space, let A € [0,1], and
define a channel Z € C(X,C® X) as

(X) = (A TB(X) a _OA) X) (8.542)

[1]

for all X € L(X).

(a) Give a closed-form expression for the coherent information I.(o; =) of
an arbitrary state o € D(X) through =.

(b) Give a closed-form expression for the entanglement-assisted classical
capacity C(Z) of Z.

(c) Give a closed-form expression for the quantum capacity Q(Z) of =.

The closed-form expressions for parts (b) and (c) should be functions of A

and n = dim(X) alone.

Exercise 8.5 Let n be a positive integer, let X = C%, and let
{Wap = a,beZy} (8.543)

denote the set of discrete Weyl operators acting on X' (q.v. Section 4.1.2 of
Chapter 4). Also let p € P(Zy,) be a probability vector, and define a channel
® € C(X) as

(X)) = > pla)WouXW5, (8.544)
a€ln

for all X € L(&X). Prove that
I.(®) = log(n) — H(p). (8.545)

Exercise 8.6 For every positive integer n and every real number ¢ € [0, 1],
define a channel ®, . € C(C") as

By =l + (1 —2)Qy, (8.546)

where 1,, € C(C") and Q, € C(C") denote the identity and completely
depolarizing channels defined with respect to the space C™.

(a) Prove that, for every choice of a positive real number K, there exists a
choice of n and e for which

(b) Prove that the fact established by a correct answer to part (a) remains
true when x (@) is replaced by C(®y, ¢).
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8.5 Bibliographic remarks

The study of quantum channel capacities is, perhaps obviously, motivated
in large part by Shannon’s channel coding theorem (Shannon, 1948), and
the goal of obtaining analogous statements for quantum channels. It was,
however, realized early in the study of quantum information theory that
there would not be a single capacity of a quantum channel, but rather several
inequivalent but nevertheless fundamentally interesting capacities. The 1998
survey of Bennett and Shor (1998) provides a summary of what was known
about channel capacities at a relatively early point in their study.

Holevo (1998) and Schumacher and Westmoreland (1997) independently
proved the Holevo—Schumacher—Westmoreland theorem (Theorem 8.27), in
both cases building on Hausladen, Jozsa, Schumacher, Westmoreland, and
Wootters (1996). The definition of what is now called the Holevo capacity
(or the Holevo information of a channel) originates with the work of Holevo
and Schumacher and Westmoreland. Lemma 8.25 was proved by Hayashi
and Nagaoka (2003), who used it in the analysis of generalizations of the
Holevo—Schumacher—Westmoreland theorem.

The entanglement-assisted classical capacity theorem (Theorem 8.41) was
proved by Bennett, Shor, Smolin, and Thapliyal (1999a). The proof of this
theorem presented in this chapter is due to Holevo (2002). Lemma 8.38 is
due to Adami and Cerf (1997).

Tasks that involve quantum information transmission through quantum
channels, along with fundamental definitions connected with such tasks, were
investigated by Schumacher (1996), Schumacher and Nielsen (1996), Adami
and Cerf (1997), and Barnum, Nielsen, and Schumacher (1998), among
others. The entanglement generation capacity of a channel was defined by
Devetak (2005), and Theorems 8.45 and 8.46 follow from results proved by
Barnum, Knill, and Nielsen (2000).

The coherent information of a state through a channel was defined by
Schumacher and Nielsen (1996). Lloyd (1997) recognized the fundamental
connection between the maximum coherent information of a channel and
its quantum capacity, and provided a heuristic argument in support of the
quantum capacity theorem (Theorem 8.55). The first rigorous proof of the
quantum capacity theorem to be published was due to Devetak (2005). Shor
reported a different proof of this theorem prior to Devetak’s proof, although
it was not published. A proof appearing in a subsequent paper of Hayden,
Shor, and Winter (2008b) resembles Shor’s original proof.

The proof of the quantum capacity theorem presented in this chapter is
due to Hayden, M. Horodecki, Winter, and Yard (2008a), incorporating some
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simplifying ideas due to Klesse (2008), who independently proved the same
theorem based on similar techniques. The phenomenon of decoupling (as
represented by Lemma 8.49) provides a key step in this proof; this basic
technique was used by Devetak (2005), and was identified explicitly by
M. Horodecki, Oppenheim, and Winter (2007) and Abeyesinghe, Devetak,
Hayden, and Winter (2009). Further information on decoupling can be found
in the PhD thesis of Dupuis (2009).

Shor (2004) proved that the non-additivity of Holevo capacity follows from
the non-additivity of minimum output entropy. In the same paper, Shor
also proved the converse implication, which naturally had greater relevance
prior to Hastings proof that the minimum output entropy is non-additive,
along with the equivalence of these two non-additivity statements with two
other statements concerning the entanglement of formation. The direct sum
construction of channels and its implications to the additivity of channel
capacities was investigated by Fukuda and Wolf (2007).

The fact that the coherent information is not additive in general was
first proved by DiVincenzo, Shor, and Smolin (1998). Various properties of
quantum erasure channels were established by Bennett, DiVincenzo, and
Smolin (1997). Theorem 8.63, along with the realization that it gives an
example of the super-activation phenomenon, is due to Smith and Yard
(2008). The channel ® described in the chapter giving rise to an example
of super-activation, which appears in Smith and Yard’s paper as well, was
identified by K. Horodecki, Pankowski, M. Horodecki, and P. Horodecki
(2008), as it relates to a different capacity known as the private capacity of
a channel.
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