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Unital channels and majorization

This chapter studies the class of unital channels, together with the notion
of majorization for Hermitian operators. The first section of the chapter
introduces various subclasses of unital channels, including mixed-unitary
channels, Weyl-covariant channels, and Schur channels, and the second
section concerns properties of unital channels in general. The third section
discusses majorization for Hermitian operators, together with an analogous
notion for real vectors. The following definition of unital channels will be
used throughout the chapter.

Definition 4.1 Let & be a complex Euclidean space. A channel ® € C(X)
is a unital channel if ®(1y) = 1.

More generally, one could consider any channel of the form ® € C(X,))
meeting the condition ®(1y) = 1y, for some choice of complex Euclidean
spaces X and ), to be a unital channel. However, as channels must preserve
trace, the existence of such a channel implies dim()}) = dim(&X’); and for
this reason there is little generality lost in restricting the definition of unital
channels to those of the form ® € C(X). Moreover, the requirement that
unital channels take the form ® € C(X), for some choice of a complex
Euclidean space X, is both natural and convenient with respect to the topics
to be discussed in this chapter.

4.1 Subclasses of unital channels

Three classes of unital channels are introduced in this sections: mixzed-unitary
channels, Weyl-covariant channels, and Schur channels. Various properties
of these classes, as well as relationships among them, and to general unital
channels, are discussed.
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4.1.1 Mizxed-unitary channels

Every unitary channel is evidently unital, as is any convex combination of
unitary channels. Channels of the later sort will be referred to as mixed-
unitary channels, as the following definition makes precise.

Definition 4.2 Let X be a complex Euclidean space and let & € C(X)
be a channel. It is said that ® is a mized-unitary channel if there exists
an alphabet Y, a probability vector p € P(X), and a collection of unitary
operators {U, : a € ¥} C U(X) such that

O(X) = 3 pla)UuXU; (4.1)
a€eX

for every X € L(X). Equivalently, a mapping ® € C(X) is a mixed-unitary
channel if it is a convex combination of unitary channels.

An example of a unital channel that is not mized unitary
While every mixed-unitary channel is necessarily unital, the converse of this
statement does not hold, as the following example illustrates.
Example 4.3 Let X = C3 and define ® € C(X) as
1 1
(X)) = 3 Tr(X)1 — §XT (4.2)

for all X € L(&X'). Example 3.36 has established that ® is a channel, and it
is evident that & is unital, but it is not a mixed-unitary channel.
To verify that ® is not a mixed-unitary channel, observe first that

q)(X) = AlXAik + AQXA§ + A3XA§ (4.3)
for all X € L(X), for

1 1
00(1) 0 0 _01750
A1:0_017§,A2: _010 0], As=|=% 0 0]. (4.4)
0 = 0 = 0.0 0 0 O

The fact that the expression (4.3) does indeed hold for all X € L(X) follows
from the observation that the Choi representation of the map defined by the
right-hand side of that equation is in agreement with J(®), as calculated in
Example 3.36:
1 1 > .
“11--W= Z vec(Ay) vec(Ag)", (4.5)
2 2 Pt
for W denoting the swap operator on X ® X.
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Now observe that the collection {A;Ak : 1 < j,k < 3} includes the
following operators:

00 0 000 0 00
AfAy=(0 2 0], AjAy=[3 0 0], Aj43=[0 0 0],

00 3 0 0 5 00

0 3 0 $ 00 0 0
A5A1 =10 0 0O, A54;=|0 0 0], A3A3=[0 0 0], (4.6)

00 0 00 3 0 3 0

00 3 00 0 £ 00
AA1 =10 0 0 |, 454, =10 0 1], A543=10 L 0

00 0 000 000

This is a linearly independent collection, as an inspection reveals. It follows
from Theorem 2.31 that ® is an extreme point of the set of channels C(X).
As @ is not itself a unitary channel, it follows that it cannot be expressed
as a convex combination of unitary channels.

Pinching channels
Many interesting examples of mixed-unitary channels are known. One type

of channel, called a pinching channel, provides a collection of examples.

Definition 4.4 Let & be a complex Euclidean space. A channel & € C(X)
is said to be a pinching channel, or simply a pinching, if there exists a
collection {II, : a € X} of projection operators satisfying

d Iy =1x (4.7)
a€eX

(i.e., such that the set {Il, : a € X} represents a projective measurement)
for which

O(X) =) M, XII, (4.8)
a€eX

for all X € L(X).

The action of the channel defined by (4.8) on a register X is equivalent to
X being measured with respect to a nondestructive measurement defined by
{Il, : a € X}, followed by the measurement outcome being discarded.

Example 4.5 The channel ® € C(C®) defined as
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for
Iy = B+ Eop and Iy = B33+ E44+ FEs 5 (4.10)

is an example of a pinching channel. This channel has the following action
on a general operator in L(X'), expressed in matrix form:

Q1] Q12 Q13 Q14 Q15 a1 a2 0O 0 0
Qo1 Q22 (23 Q24 Q25 agq ags 0 0 0
b Ck3’1 04372 Qa3 3 a3,4 043’5 == 0 0 6143,3 Ct3,4 04375 . (4.11)
Q41 Q42 Q43 Q44 Q45 0 0 a3 aaa 45
Q51 Q52 Q53 Q54 Q55 0 0 as3 ass as5

The action of this channel is suggestive of the matrix representing the input
operator being “pinched,” causing a certain pattern of off-diagonal entries
to become 0, which explains the terminology used to describe such maps.
When a pinching channel is defined by a collection of projection operators
that are not diagonal in the standard basis, the term is not descriptive in
this way, but it is used nevertheless.

While it is not immediate from the definition that every pinching channel
is a mixed-unitary channel, it is fairly straightforward to establish that this
is so, as the proof of the following proposition reveals.

Proposition 4.6 Let X be a complex Euclidean space, let ¥ be an alphabet,
and let {Il, : a € X} be a collection of projection operators on X satisfying

> I =1x. (4.12)
acy
The channel ® € C(X) defined by
O(X) = > I,XII, (4.13)
acl
for all X € L(X) is a mized-unitary channel.

Proof Consider the collection {—1,1}* of vectors in C* having entries
drawn from the set {—1, 1}, and define a unitary operator

Up =Y _ w(a)ll, (4.14)

acYs

for every such vector w € {—1,1}*. It holds that

1 1
bl > UuXUj = B > Y w@w®)XI,  (4.15)
we{-1,1}> a,beY we{—1,1}=
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for every X € L(X). To simplify this expression, one may observe that

1 1 ifa=5b
— w(a)w(b) = ' (4.16)
21% we{;:,l}z 0 ifaz#bd
for every choice of a,b € ¥, and therefore
1 %
ST Y U XU =) X1, = (X) (4.17)

we{-1,1}> a€X

for every X € L(X). This demonstrates that ® is a mixed-unitary channel,
as required. |

Example 4.7 The completely dephasing channel A € C(X') defined on
any complex Euclidean space X = C* is an example of a pinching channel,
as it is defined according to Definition 4.4 by the collection of projection
operators {E,, : a € ¥}. By Proposition 4.6, it follows that A is a mixed-
unitary channel.

Environment-assisted channel correction

Mixed-unitary channels have an alternative characterization based on the
notion of environment-assisted channel correction, which is as follows.
Let ® € C(X) be a channel, represented in Stinespring form as

B(X) = Trz(AX AY) (4.18)

for all X € L(X), for some choice of a complex Euclidean space Z and an
isometry A € U(X, X ® Z). Environment-assisted channel correction refers
to the existence of an alphabet X, a collection of channels

{U, : a € X} CCX), (4.19)
and a measurement p : % — Pos(Z), for which the equation
X =) Uy (Trz((Lx ® u(a)) AX A*)) (4.20)
ac®

holds for all X € L(X).

An interpretation of the equation (4.20) is as follows. One imagines that
a register X contains a quantum state p € D(X). The action of the mapping
X — AXA* has the effect of encoding this state into the state of the pair
(X, Z), for Z being a second register. By discarding the register Z, the register
X is left in the state ®(p), which may potentially be quite different from p.
In essence, the register Z represents an “environment,” to which some part
of the encoding of p may have escaped or leaked. The measurement p on Z,
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followed by the application of ¥, to X (for whichever outcome a € ¥ resulted
from the measurement), is viewed as an attempt to correct X, so that it is
transformed back into p. The equation (4.20) represents the situation in
which a perfect correction of this sort is accomplished.

The following theorem implies that a perfect correction of the sort just
described is possible if and only if ® is a mixed-unitary channel.

Theorem 4.8 Let A € U(X,XR2Z) be an isometry, for complex Fuclidean
spaces X and Z, and let & € C(X) be the channel defined by

P(X)=Trz(AXA") (4.21)
for all X € L(X). The following two statements are equivalent:

1. ® is a mized-unitary channel.

2. There exists an alphabet ¥, a measurement p : X — Pos(Z), and a
collection of channels {V, : a € ¥} C C(X) for which

X =) Uu(Trz((1x ® u(a)) AX A*)) (4.22)
acy

for all X € L(X).
Proof Assume first that statement 1 holds, so that

O(X)=> pla)UXU; (4.23)

acX

for every X € L(X), for some choice of an alphabet 3, a collection of unitary
operators {U, : a € ¥} C U(X), and a probability vector p € P(X). There
is no loss of generality in assuming |¥| > dim(Z); one may add any finite
number of elements to X, take p(a) = 0, and choose U, € U(X) arbitrarily
for the added elements, maintaining the validity of the expression (4.23). By
this assumption, there must exist a collection {v, : a € ¥} C Z of vectors
for which

Z vavy = 1z. (4.24)
acXx

Fix such a collection, and define operators {A, : a € ¥} C L(X) as
A= (1xr®v))A (4.25)
for each a € 2. It holds that

D(X) =Trz(AXA") =) AXA; (4.26)
a€X
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for every X € L(X). Therefore, by Corollary 2.23, there must exist a unitary
operator W € U(C¥) such that

Vp(@)Us =D W(a,b)A, (4.27)
bex

for every a € X.
For each symbol a € ¥, define a vector u, € Z as

Uq = Z W(aa b)vba (428)
bex

and define p : ¥ — Pos(Z) as u(a) = ugu) for each a € ¥. Because W is a
unitary operator, it holds that

Z pla) = Z W(a,b)W (a,c)vpv. = vavg =1z, (4.29)
aEX a,b,cex bex

and therefore u is a measurement. Also define a collection {¥, : a € ¥} of
channels as

U, (X) = UrXU, (4.30)

for every X € L(X) and a € X.
Now, it holds that

Iy @u,)A = Z W(a,b)A, = \/p(a)U,, (4.31)
beX
and therefore
Trz((1x @ p(a))AXA*) = pla)U, XU, (4.32)

for each a € X. It follows that
> W(Trz((ly @ w(a)AXA*)) = p(a)UsUXUUy =X (4.33)
acx acdl

for all X € L(X). Statement 1 therefore implies statement 2.
Next, assume statement 2 holds. For each a € ¥, define &, € CP(X) as

Pu(X) =Trz((1x @ pu(a))AXA") (4.34)
for all X € L(X). Also let
{Agp :a€eX, bel'}t and {B,p:aecX bel} (4.35)

be collections of operators in L(X), for a suitable choice of an alphabet T,
yielding Kraus representations

Uo(X)=> AupXAL, and @,(X)=)> B, .XBj, (4.36)
bel’ cel
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for all « € ¥ and X € L(X). (Taking a common alphabet I' as an index
set for these representations is only done to simplify notation and causes
no loss of generality; one is free to include the zero operator among the
Kraus operators of either map any number of times.) By the assumption
that statement 2 holds, one has

D WPy =1y, (4.37)
a€Y

so the Choi representations of the two sides of (4.37) must agree:

Z Z vec(AgpBa,c) vec(AqpBa ) = vec(ly) vec(ly)”. (4.38)
a€X b,cel

There must therefore exist a collection {agp. : a € X, b,c € I'} of complex
numbers for which the equation

Aa,bBa,c = aa,b,c]lé\? (439)

holds for all @ € ¥ and b,c € I'. This collection must also evidently satisfy
the constraint

>N aapel* =1. (4.40)
a€X b,cel
Consequently, one has
Z|aa7b7c|2 ]1X = Z BZ,CAZ,bAaabBa’vc = B;,CBaﬂc (4’41)
bel bel

for every a € ¥ and ¢ € T', owing to the fact that each mapping ¥, is a
channel. For every a € ¥ and ¢ € I' it must therefore hold that

Ba,c = 6a,cUa,c (442)

for some choice of a unitary operator U, . € U(X) and a complex number
Ba,c € C satisfying

2, (4.43)

|5a,c|2 = Zlaa,b,c

bel
It follows that

B(X) =) Pu(X)=) > p(a,)Usc XU, (4.44)

a€ey acY cel’

for p € P(X x I') being the probability vector defined as p(a,c) = |Bq.c|* for
each a € ¥ and ¢ € I'. The channel ® is therefore mixed unitary, so it has
been proved that statement 2 implies statement 1. L]
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Mized-unitary channels and Carathéodory’s theorem

Every mixed-unitary channel ® € C(X) is, by definition, an element of the
convex hull of the set of unitary channels. Using Carathéodory’s theorem
(Theorem 1.9), one may obtain upper-bounds on the number of unitary
channels that must be averaged to obtain any mixed-unitary channel. The
following proposition proves one bound along these lines.

Proposition 4.9 Let X be a complex Euclidean space, let n = dim(X),
and let & € C(X) be a mized-unitary channel. There exists a positive integer
m satisfying

m < n*—2n? 42, (4.45)

a collection of unitary operators {Uy,..., Uy} C U(X), and a probability
vector (p1,-..,Pm) such that

O(X)=> pUpXU; (4.46)
k=1

for all X € L(X).

Proof Consider the linear map = : Herm(X ® X') — Herm(X @ X) defined
by the equation

(4.47)

=X eY)= (Tr(X)Y 0 )

0 Tr(YV)X

for all X, Y € Herm(X'), and fix any orthogonal basis {1, Hy,..., H,2_1} of
Herm(X') that contains the identity operator. It holds that

=(H; @ Hy) =0 (4.48)

for every choice of j,k € {1,...,n? — 1}, while the operators
E(1® Hy), Z(Hy®1), and Z(1®1), (4.49)
ranging over all choices of k € {1,...,n% — 1}, are all nonzero and pairwise

orthogonal. The kernel of = is therefore equal to the subspace spanned by
the orthogonal collection

[H; @ Hy, : 1 <j,k<n®*—1}. (4.50)
In particular, the dimension of the kernel of the mapping = is

(n®* =12 =n'*—2n?+1. (4.51)



210 Unital channels and majorization

Next, consider any unitary operator U € U(X), and let ¥y € C(X) be the
unitary channel defined as Uy (X) = UXU* for every X € L(X). Evaluating

the mapping = defined above on the Choi representation of Wy yields

=(J (W) = E(vee(U) vee(U)*) = (g i) | (4.52)

The Choi representation of W is therefore drawn from an affine subspace
of Herm(X ® X) having dimension n* — 2n? + 1.

Because ® is a mixed-unitary channel, the Choi representation J(®) of
¢ is contained in the convex hull of those operators of the form J(W¥y), for
U ranging over the set of unitary operators U(X). It therefore follows from
Carathéodory’s theorem that

J(®) = f:ka(\Ika) (4.53)
k=1

for some choice of a positive integer m satisfying (4.45), unitary operators
Ui,...,Up € U(X), and a probability vector (p1,...,pm). Equivalently,

O(X)=> pUp XU} (4.54)
k=1

for all X € L(X), for the same choice of m, Uy,...,Up, and (p1,...,0m),
which completes the proof. ]

A similar technique to the one used in the proof above may be used to
obtain an upper bound on the number of channels, drawn from an arbitrary
collection, that must be averaged to obtain a given element in the convex
hull of that collection. As a corollary, one obtains a different (and often
better) bound on the number of unitary channels that must be averaged to
obtain a given mixed-unitary channel.

Theorem 4.10 Let X and Y be complex Euclidean spaces, let A C C(X,))
be any nonempty collection of channels, and let ® € conv(A) be a channel
in the convexr hull of A. There exists a positive integer

m < rank(J(®))?, (4.55)

a probability vector (p1,...,pm), and a selection of channels Uy, ..., ¥,, € A
such that

¢ =p1¥1+- -+ pnWnm. (456)



4.1 Subclasses of unital channels 211

Proof Let r = rank(J(®)) and let II be the projection operator onto the
image of J(®). Define a linear map

E:Herm(Y ® X) 5> Herm(Co (Y X) @ (Y @ X)) (4.57)
Tr(H) 0 0

=H)=| 0 (@-I)HA-1) (1-HI (4.58)
0 IH(1 - 10) 0

for each H € Herm()Y ® X'). It holds that Z(H) = 0 for precisely those
Hermitian operators H satisfying

H=TIHIl and Tr(H) =0, (4.59)

and therefore the kernel of = has dimension 72 — 1.
Let

B={UcA:im(J(¥))Cim(J(D))} (4.60)

and observe that ® € conv(B), by virtue of the fact that ® € conv(A). For
each channel ¥ € B it holds that

0 0
=JW@)=| 0o 0 of. (4.61)
0 0

There is therefore an affine subspace of Herm() ® X)) of dimension r2 — 1
that contains J(V), for every ¥ € B. As J(®) is a convex combination of
operators in this affine subspace, it follows from Carathéodory’s theorem
that there exists an integer m < (72 — 1) + 1 = 72, a selection of channels
Uy,..., ¥, € BC A, and a probability vector (p1,...,pn) such that

J((I)) = plj(‘lll) + - -I-pmJ(\Ilm). (4.62)
The equation (4.62) is equivalent to (4.56), which completes the proof. [J

Corollary 4.11 Let X be a complex Fuclidean space and let ® € C(X) be
a mived-unitary channel. There exists a positive integer m < rank(.J(®))?2,
a selection of unitary operators Uy, ..., Uy, € U(X), and a probability vector

(p1,...,pm) such that

O(X)=> pUpXU; (4.63)
k=1

for all X € L(X).
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4.1.2 Weyl-covariant channels

This section concerns Weyl-covariant channels, which are a class of unital
channels that relate (in multiple ways) to a collection of operators known as
discrete Weyl operators.

Discrete Weyl operators

For every positive integer n, the set 7Z,, is defined as
Zyn =A40,...,n—1}. (4.64)

This set forms a ring, with respect to addition and multiplication modulo n,
and whenever elements of Z,, appear in arithmetic expressions in this book,
the default assumption is that the operations are to be taken modulo n.

The discrete Weyl operators are a collection of unitary operators acting
on X = CZ%_ for a given positive integer n, defined in the following way."
One first defines a scalar value

¢= exp<7>, (4.65)

along with unitary operators

U= > Ecyie and V=) (°Eec. (4.66)

CELm, CELm,

For each pair (a,b) € Zy, x Zy, the discrete Weyl operator W, ; € U(X) is
then defined as

Wy = UV, (4.67)
or equivalently as
Wap =Y ("Eatec. (4.68)
CEZLn

Example 4.12 For n = 2, the discrete Weyl operators (in matrix form)

1 0 1 0
Wo,0 = (0 1) , Woa = (0 _1> ;

0 1 0 -1
Wio = (1 O) , Wii= (1 0 ) -

LTt is sometimes convenient to extend the definition of the discrete Weyl operators from
complex Euclidean spaces of the form X = CZn to arbitrary complex Euclidean spaces
X = C*, simply by placing ¥ in correspondence with Z,,, for n = |3/, in some fixed but
otherwise arbitrary way.

are given by

(4.69)
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Equivalently,
Woo=1, Woi1=0., Wig=o0,, Wi1=—ioy, (4.70)
where

0 1 0 — 1 0
ox—<1 O)’ ay—<2, O)’ and 02—<0 _1> (4.71)

are the Pauli operators.

It holds that

UV = Z CCEC—FLC and VU = Z CC+1Ec+1,c> (472)
cE€Tm, c€Ln

from which the commutation relation
VU =CUV (4.73)

follows. Identities that may be derived using this relation, together with
straightforward calculations, include

Wa,b = Wa,—ba (;r,b = C_abW—a,ba and W;,b = CabW—a,—b (474)
for all a,b € Z,,, and
Wa,ch,d = Ccha—}—c,b+d = Cbc_adWc,dWa,b (475)

for all a,b,c,d € Z,.
From the equation

3¢ = {g ifa=0 (4.76)

el ifae{l,...,n—1}

it follows that

if (a,b) = (0,0
Te(Way) =4 (a,5) = (0,0) (4.77)
0 otherwise.
Combining this observation with (4.75) yields
n if (a,b) = (¢,d
<Wa,ba Wc,d> - . ( ) ( ) (478)
0 if (a,b) # (c,d)
for all a,b,c,d € Z,,. The set
1
{ﬁWa,b  (a,b) € Zn x zn} (4.79)
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therefore forms an orthonormal set. Because the cardinality of this set is
equal to the dimension of L(X), it therefore forms an orthonormal basis for

this space.
The discrete Fourier transform operator F € U(X), defined as
1
F=— Y ("Eu, (4.80)
\/ﬁ a,bEZy,

has a special connection with the discrete Weyl operators. The fact that F’
is unitary may be verified by a direct calculation:

1
F*'F ==~ b= p,, = = 1. .
- Y ¢ Ep=)Y Ep=1 (4.81)
a,b,cEZLn, beln,
It may also be verified that FU = VF and F'V = U*F, from which it follows
that

FWop = PW_y  F (4.82)
for all a,b € Z,.

Weyl-covariant maps and channels

A map ® € T(X), for X = C% as above, is a Weyl-covariant map if it
commutes with the action of conjugation by every discrete Weyl operator,
as the following definition makes precise.

Definition 4.13 Let X = C%» for n a positive integer. A map ® € T(X)
is a Weyl-covariant map if

@(WavaW;,b) = Wy (X)W, (4.83)

a,

for every X € L(X) and (a,b) € Z,, X Zy,. If, in addition to being a Weyl-
covariant map, ® is a channel, then ® is said to be a Weyl-covariant channel.

From this definition it follows that the set of Weyl-covariant maps of the
form ® € T(X) is a linear subspace of T(X); for any two Weyl-covariant
maps ¢, ¥ € T(X) and scalars o, € C, the map a® + SV is also Weyl
covariant. It follows from this observation that the set of Weyl-covariant
channels of the form ® € C(X) is a convex subset of C(X).

The next theorem provides two alternative characterizations of Weyl-
covariant maps. One characterization states that a map is Weyl covariant if
and only if each discrete Weyl operator is an eigenoperator of that map.?
The other characterization states that a map is Weyl covariant if and only

2 The term eigenoperator should be interpreted in the natural way, which is an operator
analogue of an eigenvector for a linear map that acts on a space of operators.
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if it is a linear combination of conjugations by discrete Weyl operators. The
two characterizations are related by the discrete Fourier transform operator.

Theorem 4.14 Let X = C% for a positive integer n, and let ® € T(X)
be a map. The following statements are equivalent:

1. ® is a Weyl-covariant map.
2. There exists an operator A € L(X') such that

O(Wap) = A(a,b)Wep (4.84)
for all (a,b) € Zy, X Zy,.
3. There exists an operator B € L(X) such that
®(X)= >  B(a,b)Wo,: XW, (4.85)
a,beZny,

for all X € L(X).

Under the assumption that these three statements hold, the operators A and
B in statements 2 and 3 are related by the equation

A" = nF*BF. (4.86)
Proof Assume ® is a Weyl-covariant map and consider the operator

Wy ®(Wap), (4.87)

a

for (a,b) € Z,, x Z, chosen arbitrarily. For every choice of (¢,d) € Z,, X Zn,
it holds that
Wb @(Wap)We g = Wy WEWe a®(Wa )W,y
= WasWea@We Wy Wi y) = WE Wo y @(Wo e We aW i) (4.88)
= WZiWay®Wap),
where the second equality has used the Weyl covariance of ® and the third
equality has used the fact that

Wc,dWa,b = Wa’ch’d and W;’ng:d = @W;dW;’b (489)
for a = (24 It follows that
Wap®Wap), Weal =0 (4.90)

for all (¢,d) € Zy, x Zy. As the set of all discrete Weyl operators forms a
basis for L(X), it must therefore hold that W, ®(W,p) commutes with all
operators in L(X), and is therefore equal to a scalar multiple of the identity
operator.
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As this is true for every choice of (a,b) € Zj, X Zy, it follows that one may
choose an operator A € L(X) so that

*
W,

by ®Wap) = A(a,b)1, (4.91)

and therefore

(I)(Wa,b) = A(a? b)Wa,b7 (492)

for all (a,b) € Z,, X Z,,. Statement 1 therefore implies statement 2.

The reverse implication, that statement 2 implies statement 1, is implied
by the commutation relation (4.75). In greater detail, suppose statement 2
holds, and let (a,b) € Z,, X Z,. For each pair (c,d) € Z,, X Z,, one has

(W s WeaWyp) = (W, ) = Ale, d)C "W,

. . (4.93)
= A(e, )WatWeaWqp, = Wap@(Wea)Wop s

and therefore, again using the fact that the discrete Weyl operators form a
basis for L(X'), one has

D(Wap XW5p) = Wap (X)W, (4.94)

for all X € L(X) by linearity.
Now assume statement 3 holds for some choice of B € L(X). Using the
commutation relation (4.75) once again, it follows that

O(Weg) = > Bla,)WoyWeaWay = > (" B(a,b)Weq  (4.95)
a,b€Zn a,b€Zn
for every pair (¢,d) € Z,, X Z. Choosing A € L(X) so that
Ale,d)= Y " “B(a,b) (4.96)
a,bEZy,

for all (c,d) € Zy, X Zy,, which is equivalent to A = (nF*BF)T, one has that
®(Wea) = Ale, d)Wea (4.97)

for all (¢,d) € Zy, X Zy,. Statement 3 therefore implies statement 2, with the
operators A and B being related as claimed.

Finally, assume statement 2 holds for some choice of A € L(X), and
define B = %F ATF*. By a similar calculation to the one used to establish
the previous implication, one has

B(Wea) = Ale, d) W
= 3 B Wag= S BlahWaWeaWs, — (49)

a,bEZn a,b€Ly,
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for every pair (¢,d) € Zy, X Zy,, and therefore

2(X)= Y Blah)WapXW,, (4.99)
a,bEZy,

for all X € L(X) by linearity. Statement 2 therefore implies statement 3,
where again A and B are related as claimed. ]

Corollary 4.15 Let X = C% for a positive integer n, and let ® € C(X) be
a Weyl-covariant channel. There exists a probability vector p € P(Zy X Zy)
such that

O(X)= > pla,b)WapXW5, (4.100)
a,bEZy,

for all X € L(X). In particular, it holds that ® is a mized-unitary channel.
Proof By Theorem 4.14, there exists an operator B € L(X) such that

®(X)= >  B(a,b)We,: XW, (4.101)

a,beZny,

for all X € L(X). It follows that

J(P) = Z B(a,b) vec(Wqp) vec(Wyp)™, (4.102)

a,bEZy,

which is a positive semidefinite operator given the assumption that & is
completely positive. This implies that B(a,b) is nonnegative for every pair
(a,b) € Zy, X Ly, by virtue of the fact that the vectors

{vec(Wyp) : a,b € Zy} (4.103)
form an orthogonal set. It holds that

Tr(®(X)) = Y Bla,b) Tt (Wepe XW5,) = > Bla,b) Tr(X) (4.104)
a,b€ln a,b&Zn

for every X € L(X), and therefore

> B(a,b)=1 (4.105)

a,b€EZny

by the assumption that ® preserves trace. Defining p(a,b) = B(a,b) for
every pair (a,b) € Z, X Zy, one has that p is a probability vector, which
completes the proof. ]
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Completely depolarizing and dephasing channels

The completely depolarizing channel Q) € C(X') and the completely dephasing
channel A € C(X) are defined, for any choice of a complex Euclidean space
X = C¥, as follows:

_ Tr(X)
UX) = dim(X)

Ly and A(X)=) X(a,a)E.q (4.106)
a€Y

for all X € L(X) (q.v. Section 2.2.3). In the case that the complex Euclidean
space X takes the form X = C%» for a positive integer n, these channels are
both examples of Weyl-covariant channels.

The fact that the completely depolarizing channel is a Weyl-covariant
channel follows from the observation that

{Wa,b if (a,b) = (0,0)

Q(Wa b) = 0 if (0,7 b) 7£ (070)7

)

(4.107)

or equivalently Q(Wyp) = Eoo(a,b)Was, for every (a,b) € Zy, x Zy,. Thus,
by Theorem 4.14, together with the observation that

1 1
—FEooF* == Y Eay, (4.108)
n " o bezn
one has that
1
AUX) == Y WaprXW5, (4.109)
n a,bEZy,

for all X € L(X). An alternative way to establish the validity of (4.109) is
to observe that the Choi operator of the map defined by the right-hand side
of that equation is in agreement with the Choi operator of €Q:

1 1
s Z vec(Wep) vec(Wyp)* = E]IX @1y =J(Q). (4.110)

a,bEZy,

As mentioned in the footnote on page 212, one may translate the notion
of a discrete Weyl operator from a space of the form C%» to an arbitrary
complex Euclidean space C* through any fixed correspondence between the
elements of ¥ and Z, (assuming n = |X|). It follows that the completely
depolarizing channel 2 € C(X) is a mixed-unitary channel for any choice
of a complex Euclidean space X = C*, as it is equal to the Weyl-covariant

channel defined above with respect to any chosen correspondence between
> and Z,.
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The completely dephasing channel is a Weyl-covariant channel, as is
evident from the observation that

Wep ifa=0
AWy =4 @0 01 (4.111)
0 if a # 0,
or equivalently A(W, ;) = A(a,b)W,, for
A=Y Ey,, (4.112)
CELn,

for all (a,b) € Z,, x Z,. By Theorem 4.14, together with the observation
that FATF* = A, it follows that

1
AX) =~ WoXW, (4.113)
CELm,

for all X € L(X).

4.1.3 Schur channels

Schur channels, which are defined as follows, represent another interesting
subclass of unital channels.

Definition 4.16 Let X = C* be a complex Euclidean space, for ¥ an
alphabet. A map ® € T(X) is said to be a Schur map if there exists an
operator A € L(X) satisfying

¢(X)=A0X, (4.114)
where A ® X denotes the entry-wise product of A and X:
(A® X)(a,b) = A(a,b) X (a,b) (4.115)

for all a,b € X. If, in addition, the map ® is a channel, then it is said to be
a Schur channel.

The following proposition provides a simple condition under which a given
Schur map is completely positive (or, equivalently, positive).

Proposition 4.17 Let X be an alphabet, let X = C>, let A € L(X) be an
operator, and let ® € T(X) be the Schur map defined as ®(X)=A® X for
all X € L(X). The following statements are equivalent:

1. A is positive semidefinite.
2. ® is positive.
3. ® is completely positive.
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Proof Suppose A is positive semidefinite. It holds that

J(®)= > O(Ewp)®Eap= Y A(a,b)E,, @ E,p = VAV (4.116)
a,bex a,bex

for Ve U(X, X ® X) being the isometry defined as

V = Z(ea R €q)e - (4.117)

a€Xl
This implies that J(®P) is positive semidefinite, so ® is completely positive
by Theorem 2.22. It has been proved that statement 1 implies statement 3.

Statement 3 trivially implies statement 2 as every completely positive map
is positive.

Finally, assume that ® is positive. The operator X € L(X") whose entries
are all equal to one (i.e., X(a,b) = 1 for all a,b € X) is positive semi-
definite. By the positivity of ®, it therefore holds that ®(X) = A is positive
semidefinite. Statement 2 therefore implies statement 1, which completes
the proof. O

In a similar spirit to the previous proposition, the following proposition
provides a simple condition under which a given Schur map preserves trace
(or, equivalently, is unital).

Proposition 4.18 Let ¥ be an alphabet, let X = C>, let A € L(X) be an
operator, and let & € T(X) be the Schur map defined as

P(X)=A0X (4.118)
for all X € L(X). The following statements are equivalent:
1. A(a,a) =1 for every a € X.

2. @ preserves trace.
3. D is unital.

Proof Suppose A(a,a) =1 for every a € X. It follows that ® is unital, as
(1) =A0l=> A(a,a)Esq= > Eaoq=1. (4.119)
acy acy
It also follows that ® preserves trace, as

Tr(®(X)) =) (A® X)(a,a)

a€y’

= Z A(a,a)X (a,a) = Z X(a,a) = Tr(X)

acEX acyl

(4.120)

for all X € L(X).
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The assumption that ® preserves trace implies that
A(a,a) = Tr(A(a,a)Eqq) = Tr(P(Eye)) = Tr(Eyq) =1 (4.121)

for all @ € 3. Statements 1 and 2 are therefore equivalent.
Finally, the assumption that ® is unital implies

Y Aa,a)Eyq =2(1) =1=)  E,q, (4.122)

acX a€yl

and therefore A(a,a) =1 for every a € X. Statements 1 and 3 are therefore
equivalent. ]

Completely positive Schur maps may alternatively be characterized as the
class of maps having Kraus representations consisting only of equal pairs of
diagonal operators, as the following theorem states.

Theorem 4.19 Let ¥ be an alphabet, let X = C* be the complex Fuclidean
space indexed by 3, and let ® € CP(X) be a completely positive map. The
following statements are equivalent:

1. ® is a Schur map.
2. There exists a Kraus representation of ® having the form
O(X) =) A XA, (4.123)
acl
for some alphabet T', such that A, € L(X) is a diagonal operator for
each a €T'.

3. For every Kraus representation of ® having the form (4.123), A, is a
diagonal operator for each a € T'.

Proof Suppose first that ® is a Schur map, given by
PX)=POX (4.124)

for all X € L(X), for some operator P € L(X'). By the assumption that ® is
completely positive, Proposition 4.17 implies that P is positive semidefinite.
As was computed in the proof of that proposition, the Choi representation
of ® is given by

J(®) = VPV* (4.125)
for
V=> (e ®ep)ep. (4.126)
bex

Consider an arbitrary Kraus representation of ® having the form (4.123),
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for some alphabet I' and a collection {A, : a € I'} C L(X) of operators. As
the Choi representation of the map defined by the right-hand side of that
equation must agree with (4.125), it holds that

> " vec(Ag) vec(Aq)* = VPV, (4.127)
acl
and therefore
vec(Ag) € im(V) = span{e, ® e, = b e X} (4.128)

for every a € I'. This is equivalent to the condition that A, is diagonal for
every a € I', and so it has been proved that statement 1 implies statement 3.

Statement 3 trivially implies statement 2, so it remains to prove that
statement 2 implies statement 1. For a Kraus representation of ® having
the form (4.123), where I' is an alphabet and {4, : a € I'} is a collection
of diagonal operators, let {v, : a € I'} C & be the collection of vectors
satisfying A, = Diag(v,) for each a € ', and define

P = Z Va Uy (4.129)
acT’
A calculation reveals that
POX =Y > X(bc)vab)va(c) Epe =Y A XAL (4.130)
a€l b,ceys a€l

for every X € L(X). It has therefore been proved that ® is a Schur map, so
statement 2 implies statement 1 as required. L]

4.2 General properties of unital channels

This section proves a few basic facts holding for unital channels in general.
In particular, the extreme points of the set of all unital channels defined
with respect to a given space are characterized, and properties relating to
fixed-points and norms of unital channels are established.

4.2.1 Extreme points of the set of unital channels

Theorem 2.31 provides a criterion through which one may determine if a
given channel ® € C(X) is an extreme point of the set of all channels C(X).
Theorem 4.21, stated below, establishes that a similar criterion holds when
the set C(X) is replaced by the set of all unital channels

{®€CX) : d(ly) =L} (4.131)
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Indeed, the criterion for extremal unital channels will follow directly from
Theorem 2.31, together with an embedding of the set (4.131) into the set of
all channels of the form C(X & X).

Assume that a complex Euclidean space X has been fixed, and define an
operator

VelL(XX,(XoX)® (X o X)) (4.132)
by the equation
X 0
V vec(X) = vec (0 XT> (4.133)

holding for all operators X € L(X'). It may be verified that V*V = 21 yg .
For every map ® € T(X), define ¢(®) € T(X & X) to be the unique map
for which the equation

J(p(®)) = VJ()V* (4.134)

holds, and observe that the mapping ¢ : T(X) — T(X & X') defined in this
way is linear and injective. If ® € T(X) is defined by a Kraus representation

O(X) =) AXB;, (4.135)
aeXx

then it holds that

Xo,o0 Xo,1 A, O Xoo Xoi) (Ba. 0Y
Y L 0 20, .
¢( ) (Xl’() X171> Z < 0 AZ Xl,() X171 0 Bg (4 136)

acy

is a Kraus representation of ¢(®). The following observations concerning the
mapping ¢ : T(X) — T(X & X') may be verified:

1. A map ® € T(X) is completely positive if and only if ¢(P) € T(X B X)
is completely positive.

2. A map ® € T(X) is both trace preserving and unital if and only if
d(P) € T(X @ X) is trace preserving,.

In particular, & € C(X) is a unital channel if and only if ¢(P) € C(X & X)
is a channel. In this case, ¢(®) will also happen to be unital.

Lemma 4.20 Let X be a complex Fuclidean space, let & € C(X) be a
unital channel, and let ¢(P) € C(X @ X) be the channel defined from ® by
the equation (4.134). It holds that ® is an extreme point of the set of all

unital channels in C(X) if and only if ¢(®) is an extreme point of the set of
channels C(X & X).
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Proof Suppose first that ® is not an extreme point of the set of all unital
channels in C(&X), so that

® =AUy + (1 — AT, (4.137)

for distinct unital channels ¥y, ¥; € C(X) and a scalar A € (0,1). As the
mapping ¢ is linear and injective, it therefore holds that

P(P) = Ap(Wo) + (1 — A)p(¥), (4.138)

which is a proper convex combination of distinct channels. This implies that
¢(®) is not an extreme point of the set of channels C(X @ X).

Suppose, on the other hand, that ¢(®) is not an extreme point of the set
of channels C(X & X'), so that

B(®) = AZo + (1 — N, (4.139)

for distinct channels E¢,Z; € C(X @ X)) and a scalar A € (0,1). Taking the
Choi representations of both sides of this equation yields

VJ(@)V* =X (Zg) + (1 = N)J(Z). (4.140)
It therefore follows from Lemma 2.30 that
J(Eo) = VQ()V* and J(El) = Vle* (4.141)

for some choice of positive semidefinite operators Qp, @1 € Pos(X & X).
Letting Wg, ¥; € T(X) be the maps defined by

J(\I/()) = Qo and J(\Ifl) = Ql, (4.142)
one has
E() = (b(\lfo) and El = gb(\Ifl) (4143)

As =y and =; are distinct channels, it follows that ¥y and ¥y are distinct
unital channels. It holds that

P(P) = Ap(Vo) + (1 — A)e(¥1) (4.144)

and therefore

® = AU+ (1 — AUy, (4.145)

which implies that ® is not an extreme point of the set of all unital channels

in C(X). O
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Theorem 4.21 Let X be a complex Euclidean space, let ® € C(X) be a
unital channel, let ¥ be an alphabet, and let {A, : a € ¥} C L(X) be a
linearly independent set of operators satisfying

(X)) =) AXA; (4.146)

acX

for all X € L(X). The channel ® is an extreme point of the set of all unital
channels in C(X) if and only if the collection

{C%% &%Q;(%mezxz} (4.147)

of operators is linearly independent.

Proof By Lemma 4.20, the channel ® is an extreme point of the set of
unital channels in C(&X) if and only if the channel ¢(®) is an extreme point
of the set C(X & X), for ¢ : T(X) — T(X @& X) being the mapping defined
by the equation (4.134). By Theorem 2.31, it follows that ¢(®) is an extreme
point of the set of channels C(X & X) if and only if

{(%% E&Q:(@@GEXE} (4.148)

is a linearly independent collection of operators. Taking the transpose of
the lower-right-hand block, which does not change whether or not the set
is linearly independent, it follows that ¢(®) is an extreme point of the set
C(X @ X) if and only if the set (4.147) is linearly independent. O

Unital qubit channels are mixed unitary

There exist non-mixed-unitary unital channels, as shown in Example 4.3.
The existence of such channels, however, requires that the underlying space
has dimension at least 3; when Theorem 4.21 is combined with the following
lemma, one concludes that every unital qubit channel is mixed unitary.

Lemma 4.22 Let X be a complex Euclidean space and let Ay, A1 € L(X)
be operators such that

ASAO + ATAl =1y = A()AS + AlAT (4149)

There exist unitary operators U,V € U(X) such that VAoU* and VA U*
are diagonal operators.
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Proof 1t suffices to prove that there exists a unitary operator W € U(X)
such that the operators WAy and W A; are both normal and satisfy

[W Ag, WA,] =0, (4.150)

for then it follows by Theorem 1.5 that one may choose U so that UW AqU*
and UW A;U* are diagonal, and then take V =UW.

Let Uy, Uy € U(X) and Py, P1 € Pos(X) be operators providing the polar
decompositions Ag = UpFPp and A1 = Ui P1, and let W = Uj. It holds that
WAy = Py, which is positive semidefinite and therefore normal. To verify
that W A; is normal, observe that the assumption (4.149) implies

U\P2U; =1 - UgPiUS and P2 =1 - P}, (4.151)
and therefore

(WA (WA = UsUL PEUT Uy = Ui (1 — Ug P3U) Uy

4.152
=1 — P} = P} = PLUT U USUL P = (WA)*(WA). ( )

It remains to prove that the operators W Ag and W A; commute. It follows
from the equation P2 = 1 — P2 that P? and P? commute. As P? and P? are
commuting positive semidefinite operators, it therefore holds that P, and
Py commute. Substituting P2 = 1 — P? into the equation

U PUf =1 — UyPUL, (4.153)
one finds that
Uy P2US = U, PEUT, (4.154)
and therefore, by taking the square root of both sides of this equation,
UoPyUy = U PyU; . (4.155)

This implies that
P UUL = Uy U Py, (4.156)

and therefore Py and UyU; commute. It follows that
(WAy)(WAL) = PbUyUr Py = UyUr PPy = (WA (W Ap), (4.157)
and so WAy and W A; commute as required. O]

Theorem 4.23 Let X be a complex Fuclidean space with dim(X) = 2.
Every unital channel ® € C(X) is a mized-unitary channel.
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Proof The set
{PeCX) : &(1y) =14y} (4.158)

of unital channels, defined with respect to the space X, is both compact
and convex; both of these properties are consequences of the fact that this
set is equal to the intersection of the compact and convex set C(&X') with
the (closed) affine subspace of all maps ® € T(X) satisfying ®(1y) = 1x.
As this set is compact and convex, Theorem 1.10 implies that it is equal
to the convex hull of its extreme points. To complete the proof, it therefore
suffices to establish that every unital channel ® € C(X) that is not a unitary
channel is not an extreme point of the set (4.158).

Toward this goal, let & € C(&X’) be an arbitrary unital channel, and let
{A, : a € ¥} C L(&X) be a linearly independent collection of operators
satisfying

O(X) =) AXA; (4.159)
acy
for all X € L(X). One has that ® is a unitary channel if and only if |X| = 1,
so it suffices to prove that ® is not an extreme point of the set (4.158)
whenever |X| > 2.

By Theorem 4.21, the channel ® is an extreme point of the set (4.158) if

and only if

{ (AZOAG Aao AZ)  (a,b) €% % z} CL(X @ X) (4.160)

is a linearly independent collection of operators. There are two cases that
must be considered: the first case is that |%| > 3 and the second case is that
12| = 2.

For the first case, one has that the collection (4.160) includes at least 9
operators drawn from the 8-dimensional subspace

X 0
(5 1) v evam). o

Thus, if |X| > 3, then the collection (4.160) cannot be linearly independent,
and therefore ® is not an extreme point of the set (4.158).

It remains to consider the case || = 2. There is no loss of generality in
assuming ¥ = {0,1} and X = C*. By the assumption that ® is unital and
preserves trace, it holds that
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By Lemma 4.22, there must exist unitary operators U,V € U(X) such that
VAoU* and VA U* are diagonal operators:

VA)U* = apEpo + BoEna,

) (4.163)
VAU = o1 Egg+ BB
The following equations therefore hold for every choice of a,b € X:
Af Ao = 0@ U*Eg U + BuByU* Er U,
(4.164)

A A} = gV Eo oV + BafyV*E1 1 V.

The set (4.160) is therefore contained in the subspace spanned by the set of
operators

U*EooU 0 U*E, .U 0
U5 i) (U0 i)}

The collection (4.160) contains 4 operators drawn from a two-dimensional
space, and therefore cannot be linearly independent. This implies that the
channel ® is not an extreme point of the set (4.158), which completes the
proof. ]

4.2.2 Fizxed-points, spectra, and norms of unital channels

Every channel of the form & € C(X’) must have at least one density operator
fixed point, meaning a density operator p € D(X) satisfying

d(p) = p. (4.166)

One may see this fact as a consequence of the Brouwer fixed-point theorem,
which states that every continuous function mapping a compact, convex set
in a Euclidean space to itself must have a fixed point. The full power of the
Brouwer fixed-point theorem is, however, really not needed in this case; the
fact that channels are linear maps allows for a simpler proof. The following
theorem establishes this fact in slightly greater generality, for any positive
and trace-preserving map ¢ € T(X).

Theorem 4.24 Let X be a complex Euclidean space and let ® € T(X) be a
positive and trace-preserving map. There exists a density operator p € D(X)
such that ®(p) = p.

Proof For each nonnegative integer n, define a map ¥,, € T(X) as

Ua(X)=— > oFX) (4.167)



4.2 General properties of unital channels 229
for each X € L(&X), and define a set

Crn =A{¥n(p) : p€ D(X)}. (4.168)

As ® is linear, positive, and trace preserving, the same is true of ¥,,, and so
it follows that C,, is a compact and convex subset of D(X'). By the convexity
of the set C,,, it holds that

%\Ifn(p) + %\Pn (2%"(p)) €Ca (4.169)

for every p € D(X), and therefore C,+1 C C,, for every n. As each C, is
compact and C,,+1 C C,, for all n, it follows that there must exist an element

lIln-l-l(p) =

peCNCinN--- (4.170)

contained in the intersection of all of these sets.
Now, fix any choice of p satisfying (4.170). For an arbitrary nonnegative
integer n, it holds that p = W, (o) for some choice of ¢ € D(X), and therefore

¥ (0)—0
-
As the trace distance between two density operators cannot exceed 2, it
follows that

B(p) — p = D(W(0)) = V(o) (4.171)

18(6) ~ o, < 5 (4.172)

This bound holds for every n, which implies ||®(p) — p||1 = 0, and therefore
®(p) = p as required. O

There is, of course, no difficulty in proving the existence of a density
operator fixed point of a unital channel: if & € C(X) is a unital channel,
then w = 1x/dim(X) is a density operator fixed point of ®. What is more
interesting is the fact that the collection of all operators X € L(X) satisfying
¢(X) = X forms a unital subalgebra of L(X'), as the following theorem
implies.

Theorem 4.25 Let X be a complex Fuclidean space and let ® € C(X) be
a unital channel. Also let 3 be an alphabet and let {A, : a € ¥} C L(X) be
a collection of operators satisfying

D(X)=> AXA; (4.173)
aEX

for all X € L(X). For every X € L(X) it holds that ®(X) = X if and only
if [X, Ayl =0 for every a € X.
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Proof 1If X € L(X) is an operator for which [X, A,] = 0 for every a € X,
then

D(X) =) A XA, =) XAA,=Xo(1) =X, (4.174)
acY a€EX

where the last equality follows from the assumption that ® is unital.
Now suppose that X € L(X) is an operator for which ®(X) = X, and
consider the positive semidefinite operator

D X, Al [X, Al (4.175)
a€eX

Expanding this operator and using the assumptions that & is unital and
®(X) = X (and therefore ®(X*) = &(X)* = X*, as & must be Hermitian
preserving), one has

> IX, Al [X, Ag)*

a€eX
= > (Xdy — A, X) (A X" = X7 A7)
acx
a€X

= XX"—P(X)X" — XO(X™) + (XX
=P(XX") - XX
As ® is a channel, and is therefore trace preserving, it holds that the trace of

the operator represented by the previous equation is zero. The only traceless
positive semidefinite operator is the zero operator, and therefore

D X, Al [X, Ao =0. (4.177)
acy
This implies that each of the terms [X, A,][X, A,]* is zero, and therefore
each operator [X, 4,] is zero. O

For any channel of the form ® € C(X'), for X being a complex Euclidean
space, one has that the natural representation of ® is a square operator of
the form K(®) € L(X ® X). The following proposition establishes that the
spectral radius of K (®) is necessarily equal to 1.

Proposition 4.26 Let X be a complex Euclidean space and let & € T(X)

be a positive and trace-preserving map. The spectral radius of K(®) is equal
to 1.

Proof By Theorem 4.24, there must exist a density operator p € D(X) such
that ®(p) = p, which implies that K(®) has an eigenvalue equal to 1.
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It remains to prove that every eigenvalue of K (®) is at most 1 in absolute
value, which is equivalent to the statement that |[A| < 1 for every choice of
a nonzero operator X € L(X) and a complex number \ € C satisfying

B(X) = AX. (4.178)

Suppose that X € L(X) is a nonzero operator and A € C is a scalar satisfying
(4.178). By Corollary 3.40, it holds that ||®||; = 1, and therefore

(X[ [[AXh
1> - — ). (4.179)
1 X |1 1 Xl

The required bound on A holds, which completes the proof. L]

While the spectral radius of the natural representation K (®) of every
channel ® € C(X') must equal 1, the spectral norm of K (®) will not generally
be 1. As the following theorem establishes, this happens if and only if @ is a
unital channel. Similar to Theorem 4.24 and Proposition 4.26, the property
of complete positivity is not needed in the proof of this fact, and so it holds
not only for channels, but for all positive and trace-preserving maps.

Theorem 4.27 Let X be a complex Fuclidean space and let & € T(X) be

a positive and trace-preserving map. It holds that ® is unital if and only if
[K(®)] = 1.

Proof Assume first that ® is a unital map. It is evident that ||K(®)| > 1,
as Proposition 4.26 has established that the spectral radius of K (®) is 1, and
the spectral norm of any square operator is at least as large as its spectral
radius. It therefore suffices to prove that ||K(®)|| < 1, which is equivalent
to the condition that

(X2 < [[ Xl (4.180)
for all X € L(X).
Consider first an arbitrary Hermitian operator H € Herm(X'). Let
n
H=> My} (4.181)
k=1
be a spectral decomposition of H, for n = dim (&), and let
pr = P(zxar) (4.182)

for each k € {1,...,n}. One has that py,..., p, are density operators, as a
consequence of the fact that ® is positive and preserves trace. Moreover, as



232 Unital channels and majorization

® is unital, it follows that p; + - -- + p, = 1. It holds that

1)y = Ao+ 4+ Xapally = D2 Ndalpsoo). (4183)
1<j,k<n

The Cauchy—Schwarz inequality implies that

2{: AjAe{0j 5 PK)

1<j,k<n

< X Xenew | X Mlerow =Y A =H|;.
k=1

1<jk<n 1<jk<n

(4.184)

where the first equality has followed from the fact that p; +--- 4+ p, = 1.
It has therefore been established that ||®(H)|l2 < ||H||2 for all Hermitian
operators H € Herm(X).

Now consider any operator X € L(X), written as X = H + ¢K for

H = X+ X and K = % (4.185)
being Hermitian operators, and observe that
2 2 2
2 = ]2 + K|, (4.156)
As ® is necessarily Hermitian preserving, one finds that
[ 2Oy = [@(H) +i®(K)[|; = [@(H) [ + [@(K) |5 (4.187)
Therefore

|25 = 1@l + |25 < |1H 5+ K]l = I1X]l;,  (4.188)

so [[®(X)|l2 < || X||2. It has therefore been proved that if ® is unital, then
|K(@)] =1

Now suppose that || K(®)| = 1, which is equivalent to the condition that
|P(X) |2 < || X2 for every X € L(X). In particular, it must hold that

H(I)(]l)Hz < H]le = V/n, (4.189)

for n = dim(X). As ® is positive and preserves trace, one has that ®(1) is
positive semidefinite and has trace equal to n. When these observations are
combined with the Cauchy—Schwarz inequality, one finds that

n = Te(®(1)) = (1,8(1)) < |[1], [ @(1)]], < n. (4.190)

Equality is therefore obtained in the Cauchy—Schwarz inequality, implying
that ®(1) and 1 are linearly dependent. As Tr(1) = Tr(®(1)), it follows
that ®(1) and 1 must in fact be equal, and therefore ® is unital. O
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4.3 Majorization

This section introduces the majorization relation for Hermitian operators,
which is a generalization of a similar concept for real vectors. Intuitively
speaking, the majorization relation formalizes the notion of one object being
obtained from another through a certain sort of “random mixing process.”

One may formalize the majorization relation, both for real vectors and
for Hermitian operators, in multiple, equivalent ways. Once formalized, it is
a very useful mathematical concept. In the theory of quantum information,
majorization has a particularly striking application in the form of Nielsen’s
theorem (Theorem 6.33 in Chapter 6), which gives a precise characterization
of the possible transformations between bipartite pure states that may be
performed by two individuals whose communications with one another are
restricted to classical information transmissions.

4.8.1 Majorization for real vectors

The definition of the majorization relation for real vectors to be presented in
this book is based on the class of doubly stochastic operators. A discussion of

such operators follows, after which the majorization relation for real vectors
is defined.

Doubly stochastic operators

Let ¥ be an alphabet, and consider the real Euclidean space R*. An operator
A € L(R*) acting on this vector space is said to be stochastic if

1. A(a,b) > 0 for all a,b € ¥, and
2. Y enAa,b) =1 for all b e 3.

This condition is equivalent to Ae being a probability vector for each b € X,
or equivalently, that A maps probability vectors to probability vectors.
An operator A € L(R*) is said to be doubly stochastic if

1. A(a,b) >0 for all a,b € X,
2. Y pen A(a,b) =1 forall b€ ¥, and
3. Ypexn A(a,b) =1forall a € 2.

That is, an operator A is doubly stochastic if and only if both A and AT
(or, equivalently, both A and A*) are stochastic, which is equivalent to the
condition that every row and every column of the matrix representation of
A forms a probability vector.
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Doubly stochastic operators have a close relationship to permutation
operators. For each permutation 7 € Sym(X), one defines the permutation
operator V, € L(R¥) as

1 ifa=mn(b)

4.191
0 otherwise (4.191)

Vz(a,b) = {
for every (a,b) € ¥ x X. Equivalently, V is the unique operator satisfying
the equation Vie, = er) for each b € X. It is evident that permutation
operators are doubly stochastic. The next theorem establishes that the set
of all doubly stochastic operators is, in fact, equal to the convex hull of the
permutation operators.

Theorem 4.28 (Birkhoff-von Neumann theorem) Let X be an alphabet
and let A € L(R¥) be an operator. It holds that A is doubly stochastic if and
only if there exists a probability vector p € P(Sym(X)) such that

A= Y p(m)Vs. (4.192)
TESym(X)

Proof The set of all doubly stochastic operators acting on R* is convex
and compact, and is therefore equal to the convex hull of its extreme points
by Theorem 1.10. The theorem will therefore follow from the demonstration
that every extreme point of this set is a permutation operator. With this
fact in mind, let A be a doubly stochastic operator that is not a permutation
operator. It will be proved that A is not an extreme point of the set of doubly
stochastic operators, which is sufficient to complete the proof.

Given that A is doubly stochastic but not a permutation operator, there
must exist at least one pair (a1, b1) € X x ¥ such that A(ai,b1) € (0,1). As
> pA(ar,b) =1 and A(ai,b1) € (0,1), one may conclude that there exists
an index by # by such that A(aj,b2) € (0,1). Applying similar reasoning,
but to the first index rather than the second, it follows that there must exist
an index ag # a; such that A(ag,b2) € (0,1). Repeating this argument, one
may eventually find a closed loop of even length among the entries of A
that are contained in the interval (0, 1), alternating between the first and
second indices (i.e., between rows and columns). A loop must eventually be
formed, given that there are only finitely many entries in the matrix A; and
an odd-length loop can be avoided by an appropriate choice for the entry
that closes the loop. This process is illustrated in Figure 4.1.

Let € € (0,1) be equal to the minimum value over the entries in a closed
loop of the form just described, and define B to be the operator obtained by
setting each entry in the closed loop to be *¢, alternating sign among the
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Figure 4.1 An example of a closed loop consisting of entries of A that are
contained in the interval (0, 1). The loop is indicated by the dashed arrows.

entries as suggested in Figure 4.2. All of the other entries in B are set to 0.
Finally, consider the operators A+ B and A — B. As A is doubly stochastic
and the row and column sums of B are all 0, it holds that both A + B and
A — B also have row and column sums equal to 1. As € was chosen to be
no larger than the smallest entry within the chosen closed loop, none of the
entries of A + B or A — B are negative, and therefore A — B and A + B
are doubly stochastic. As B is nonzero, it holds that A + B and A — B are
distinct. Thus,

A= %(A+B)+%(A—B) (4.193)

is a proper convex combination of doubly stochastic operators, and therefore
not an extreme point of the set of doubly stochastic operators. ]

Definition and characterizations of majorization for real vectors

A definition of the majorization relation for vectors of real numbers, based
on the actions of doubly stochastic operators, is as follows.

Definition 4.29 Let ¥ be an alphabet and let u,v € R* be vectors. It is
said that u majorizes v, written v < wu, if there exists a doubly stochastic
operator A € L(R¥) for which v = Au.
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__)
|
|
Y

Figure 4.2 The operator B. All entries besides those indicated are 0.

By the Birkhoff-von Neumann theorem (Theorem 4.28), one may view this
definition as formalizing the sort of “random mixing process” suggested at
the beginning of the current section. An operator A is doubly stochastic if
and only if it is equal to a convex combination of permutation operators,
so the relation v < w holds precisely when v can be obtained by randomly
choosing a permutation m € Sym(X), with respect to a chosen distribution
p € P(Sym(X)), shuffling the entries of u in accordance with the chosen
permutation 7, and then averaging the resulting vectors with respect to p.

The following theorem provides two alternative characterizations of the
majorization relation for real vectors. The statement of the theorem makes
use of the following notation: for every vector u € R* and for n = |X|, one
writes

r(u) = (ri(u), ..., mn(u)) (4.194)

to denote the vector obtained by sorting the entries of u in decreasing order.
In other words, one has

{u(a) : a € X} ={r1(u),...,rn(u)}, (4.195)

where the equality considers the two sides of the equation to be multisets,
and moreover ri(u) > -+ > ry(u).
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Theorem 4.30 Let ¥ be an alphabet and let u,v € R*. The following
statements are equivalent:

1. v <u.
2. Forn =|X|, one has

ri(u) + -+ rpm(u) >ri(v) + - 4 rp(v) (4.196)
for every choice of m € {1,...,n— 1}, as well as
ri(u) + -+ rp(u) =ri(v) + - +rp(v). (4.197)

3. There exists a unitary operator U € U(C*) such that, for the doubly
stochastic operator A € L(R*) defined as

A(a,b) = |U(a,b)|? (4.198)
for all a,b € 3, one has v = Au.

Proof Assume first that statement 1 holds, so that there exists a doubly
stochastic operator A € L(R*) such that Au = v. It will be proved that

Z u(a) = Z v(a), (4.199)
aeXx a€eX
and that, for every subset S C Y, there exists a subset T' C ¥ such that
|S| = |T'| and
Z u(a) > Z v(a). (4.200)

acT a€S

This will imply statement 2; the condition (4.199) is equivalent to (4.197),
while (4.200) implies (4.196) when one considers the case that S comprises
the indices of the m largest entries of v, for each m € {1,...,n—1}. The first
condition (4.199) is immediate from the assumption that A is stochastic:

Z v(a) = Z(Au)(a) = Z A(a,b)u(b) = Z u(b). (4.201)
acy a€y a,bex bex

To prove the second condition, observe first that the Birkhoff-von Neumann
theorem (Theorem 4.28) implies that

A= ) pmV;y (4.202)
TESym(X)

for some choice of a probability vector p € P(Sym(X)). For an arbitrary
choice of a subset S C ¥, the expression (4.202) implies that

Zv(a):Z(Au)(a): Z p(7) Z u(b). (4.203)

a€s acs m€Sym(2) ber—1(S)
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A convex combination of a collection of real numbers cannot exceed the
maximal element in that set, and therefore there must exist a permutation
7w € Sym(2) such that

Z u(b) > Z v(a). (4.204)

ber—1(S) a€esS

As |[771(S)| = |S], the inequality (4.200) has been proved for a suitable
choice of an index set T. It has therefore been proved that statement 1
implies statement 2.

Next it will be proved that statement 2 implies statement 3, which is the
most difficult implication of the proof. The implication will be proved by
induction on n = |X|, for which the base case n = 1 is trivial. It will therefore
be assumed that n > 2 for the remainder of the proof. As the majorization
relationship is invariant under renaming and independently reordering the
indices of the vectors under consideration, there is no loss of generality in
assuming that ¥ = {1,...,n}, that u = (uq,...,u,) satisfies uy > --- > uy,,
and that v = (vy,...,v,) satisfies v; > -+ > vy,.

Under the assumption that statement 2 holds, it must be the case that
uy > vp > uy for some choice of k € {1,...,n}. Fix k to be minimal among
all such indices. There are two cases: Kk =1 and k > 1.

If it is the case that £ = 1, then u; = v1, from which it follows that

Up+ Uy > Vo + -+ Uy (4.205)
for every m € {2,...,n — 1}, as well as
Ug+ - F Uy = Vg + -+ V. (4.206)

Define vectors = = (usg,...,u,) and y = (va,...,v,). By the hypothesis of
induction, there must therefore exist a unitary operator V', whose entries are
indexed by the set {2,...,n}, having the property that the doubly stochastic
operator B defined by

B(a,b) = |V(a,b)|? (4.207)
forall a,b € {2,...,n} satisfies y = Bx. Taking U to be the unitary operator
1 0
= 4.2
o3 2) s
and letting A be defined by
A(a,b) = |U(a, b)\2 (4.209)

for all a,b € {1,...,n}, one has that v = Au, as required.
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If it is the case that k > 1, then u; > v; > ug, and so there must exist
a real number A € [0,1) such that v; = Au; + (1 — A)ug. Define vectors

x = (xo,...,zy) and y = (y2,...,Yn) as
x = (ugy...,uk_1, (1 — Nug + Mg, Ugy1, ..., Up),
y=(v2,...,0p).

For m € {2,...,k — 1} it holds that

(4.210)

To+ -+ Tym=uU+ - F Uy >(Mm—1v > v+ + vy, (4.211)

by virtue of the fact that k is the minimal index for which v; > wuy. For
m € {k,...,n} it holds that

:(1—)\)ul+uQ—i—---+uk_1—|—)\uk+uk+1—|—---—l—um (4_212)
=ur+- -t Un—v1 201+ F Uy V=024 F U,

with equality when m = n. By the hypothesis of induction, there must
therefore exist a unitary operator V, whose entries are indexed by the
set {2,...,n}, having the property that the doubly stochastic operator B
defined by

B(a,b) = |V(a,b)|? (4.213)

for every a,b € {2,...,n} satisfies y = Bx. Let W be the unitary operator
defined by

W61 = \/Xel —V 1-— Aek,

Wer = V1 — deg + \/Xek, (4.214)
and We, = e, for a € {2,...,n}\{k}, and let
U— ((1) 3) W, (4.215)
The entries of U may be calculated explicitly:
U(1,1) = VA Ula,1) = —V1 - \V(a, k)
U(l,k) =vV1—-\ Ula, k) = VAV (a, k) (4.216)
U(l,b) =0 U(a,b) =V (a,b)

fora €{2,...,n}and b € {2,...,n}\{k}. Letting A be the doubly stochastic
operator defined by

A(a,b) = |U(a,b)? (4.217)
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for every a,b € {1,...,n}, one obtains an operator whose entries are given

1,1) =\ A(a,1) = (1 — \)B(a, k)

A(lk)=1-A A(a, k) = AB(a, k) (4.218)
1,b) =0 A(a,b) = B(a,b)

forae {2,...,n} and b € {2,...,n}\{k}. Equivalently,

10
A= (0 B) D, (4.219)

for D being the doubly stochastic operator defined by
De; = Xep + (1 — Neg,
Dej, = (1 — Neg + Neg,

and De, = e, for a € {2,...,n}\{k}. It holds that

Du = <“1> (4.221)

(4.220)

T

and therefore

Au = ( é;) = . (4.222)

It has therefore been proved that statement 2 implies statement 3.

The final step is to observe that statement 3 implies statement 1, which
is trivial, as the operator A determined by statement 3 must be doubly
stochastic. O

Remark 1In light of the equivalence between the first and third statements
in Theorem 4.30, it is natural to ask if every doubly stochastic operator
A € L(R*) is given by A(a,b) = |U(a,b)|? for some choice of a unitary
operator U € U(C*). This is not the case: the operator

(4.223)

in L(R?) is an example of a doubly stochastic operator that cannot be derived
from a unitary operator in this fashion. Indeed, if A is to be derived from a
unitary operator U € U(C?), then U must take the form

1 0 oy (1
U=— (0% 0 51 (4.224)
2
V2 B3 P2 0
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for aq, i, a3, 81, B2, and [3 complex numbers on the unit circle. However,
if U is unitary, then it must hold that

1] + [az]? o181 s B2
1=UU"= 3 a1 la3)? + [ B1)? a3fs . (4.225)
a2 asfs 82| + | B3

This is impossible, as none of the off-diagonal entries of the operator on the
right-hand side of (4.225) can equal zero for ayg, ag, as, f1, B2, and f3 being
complex numbers on the unit circle.

4.3.2 Majorization for Hermitian operators

The majorization relation for Hermitian operators will now be defined. This
relation inherits the essential characteristics of its real vector analogue; and
similar to its real vector analogue, it may be characterized in multiple ways.
After a discussion of its alternative characterizations, two applications of
majorization for Hermitian operators will be presented.

Definition and characterizations of majorization for Hermitian operators

In analogy to the intuitive description of the majorization relation for real
vectors suggested previously, one may view that one Hermitian operator
X majorizes another Hermitian operator Y if it is the case that Y can be
obtained from X through a “random mixing” process. One natural way
to formalize the notion of “random mixing” for Hermitian operators is to
consider mixed-unitary channels to be representative of such processes. The
following definition adopts this viewpoint.

Definition 4.31 Let X,Y € Herm(X') be Hermitian operators, for X a
complex Euclidean space. It is said that X majorizes Y, written ¥ < X, if
there exists a mixed-unitary channel ® € C(X) for which ®(X) =Y.

There is, a priori, no reason to prefer Definition 4.31 over one possible
alternative, in which the condition that ® is mixed unitary is replaced by
the condition that ® is a unital channel. This is indeed a natural alternative
because unital channels are, in some sense, analogous to doubly stochastic
operators acting on real Euclidean spaces, while mixed-unitary channels are
analogous to convex combinations of permutation operators. The failure of
a direct quantum analogue to the Birkhoff-von Neumann theorem to hold
is responsible for this apparent difference between two possible definitions
of majorization for Hermitian operators.
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The following theorem demonstrates that these two alternatives are, in
fact, equivalent. The theorem also provides two additional characterizations
of the majorization relation for Hermitian operators.

Theorem 4.32 (Uhlmann) Let X,Y € Herm(X) be Hermitian operators,
for X a complex Fuclidean space. The following statements are equivalent:

1. Y < X.

2. There exists a unital channel ® € C(X') such that Y = &(X).

3. There exists a positive, trace-preserving, and unital map ® € T(X) such
that Y = ®&(X).

4. AMY) < MX).

Proof Under the assumption that statement 1 holds, there exists a mixed-
unitary channel ® € C(X) such that Y = ®(X). Such a channel is necessarily
unital, and therefore statement 1 trivially implies statement 2. As every
unital channel is positive, trace preserving, and unital, statement 2 trivially
implies statement 3.

Now assume that statement 3 holds. Let n = dim(X’), and let

X = Z Nj(X)zyz; and Y = Z Me(Y) yrys (4.226)
j=1 k=1
be spectral decompositions of X and Y, respectively. As ®(X) = Y, one

concludes that
n

Ae(Y) = Z A (X) ye @ (5275 yk (4.227)

for each k € {1,...,n}. Equivalently, A(Y) = AX(X) for A € L(R") being
the operator defined as

Ak, 7) = yp®(xj77)yn (4.228)

for every j,k € {1,...,n}. Each entry of A is nonnegative by the positivity
of ®; by the fact that ® preserves trace, it holds that

NE

Ak, j) =1 (4.229)

e
I
—

for each j € {1,...,n}; and by the fact that ® is unital, it holds that

M-

Ak, j) =1 (4.230)

<
I
_

for each k € {1,...,n}. The operator A is therefore doubly stochastic, so
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that A(Y) < A(X). It has therefore been proved that statement 3 implies
statement 4.

Finally, assume A(Y) < A(X). Again consider spectral decompositions of
X and Y as in (4.226). One may conclude from Theorem 4.28 that there
exists a probability vector p € P(S,,) such that

AY) =D p(m) VaA(X). (4.231)

TESK

By defining a unitary operator
n
Ur =D Yn(j)T} (4.232)
j=1

for each permutation w € S,, = Sym({1,...,n}), one has that

Z p(W)UwXU;
TESH
Z > pmN (X)) yr) Yy = Z Me(Y)yryr =Y.

J=1mes,

(4.233)

It therefore holds that ¥ < X, and so statement 4 implies statement 1,
which completes the proof. O

Two applications of Hermitian operator majorization

The theorems that follow offer a sample of the applications of majorization
for Hermitian operators. The first theorem, whose proof makes essential use
of Theorem 4.32, provides a precise characterization of those real vectors
that may be obtained as the diagonal entries of a given Hermitian operator
with respect to an arbitrary choice of an orthonormal basis.

Theorem 4.33 (Schur-Horn theorem) Let X' be a complex Euclidean
space, let n = dim(X), and let X € Herm(X) be a Hermitian operator.
The following two implications, which are converse to one another, hold:

1. For every orthonormal basis {x1,...,xn} of X, the vector v € R™ defined
by v(k) = x; Xxy for each k € {1,...,n} satisfies v < A(X).

2. For every vector v € R™ satisfying v < A(X), there exists an orthonormal
basis {x1,...,xn} of X for which v(k) = z; Xxy, for each k € {1,...,n}.

Proof Suppose {z1,...,z,} is an orthonormal basis of X and v € R" is
defined as v(k) = x; X« for each k € {1,...,n}. Define a map ® € T(X)
as

O(Y) = wpaiYapay (4.234)
k=1
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for every operator Y € L(X), and observe that ® is a pinching channel. By
Proposition 4.6, it follows that ® is a mixed-unitary channel. One therefore
has ®(X) < X, which implies \(®(X)) < A(X) by Theorem 4.32. As

n

O(X) =D v(k)wpay, (4.235)
k=1
it is evident that
spec(®(X)) = {v(1),...,v(n)}, (4.236)
or equivalently that
AMP(X)) =Vyv (4.237)

for a permutation operator V, that has the effect of ordering the entries of
v from largest to smallest:

(Vev)(1) > -+« > (Vzv)(n). (4.238)
It follows that v < A\(X), as is required to establish the first implication.
Now suppose v € R" is a vector satisfying v < A(X), and let

X =) Me(X)upuj, (4.239)
k=1

be a spectral decomposition of X. By Theorem 4.30, the assumption that
v < A(X) implies that there exists a unitary operator U € U(C") such that,
for A € L(R"™) defined by

A(j. k) = U (). k) (4.240)
for j,k € {1,...,n}, one has v = AX\(X). Define V € U(X,C") as

V=> epuj (4.241)
k=1
and let
zp = VU Vuy (4.242)

for each k € {1,...,n}. The operator V*U*V € U(X) is a unitary operator,
implying that {x1,...,z,} is an orthonormal basis of X. It holds that

wiXap =) |U(k,5)PX;(X) = (AMX)) (k) = v(k), (4.243)
j=1

which establishes the second implication. L]
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The next theorem, representing a second application of majorization for
Hermitian operators, characterizes the collection of probability vectors that
are consistent with the representation of a given density operator as a
mixture of pure states.

Theorem 4.34 Let X be a complex Euclidean space, let p € D(X) be a
density operator, let n = dim(X), and let p = (p1,...,pn) be a probability
vector. There exists a collection of (not necessarily orthogonal) unit vectors
{ui,...,un} C X such that

p=> pruuj (4.244)
k=1
if and only if p < A(p).
Proof Assume first that
o= pruse (4.245)
k=1

for a collection {uq,...,u,} C X of unit vectors. Define A € L(C", X) as

A= /pruge, (4.246)
k=1

and observe that AA* = p. It holds that
A*A = Z Z DDk Uk, uj) By, 5 (4.247)
j=1k=1
and therefore
6}ZA*A€]€ = Pk (4.248)
for every k € {1,...,n}. By Theorem 4.33, this implies p < A(A*A). As
AA*A) = AM(AAY) = X(p), (4.249)

it follows that p < A(p). One of the required implications of the theorem has
therefore been proved.
Now assume that p < A(p). By Theorem 4.33, there exists an orthonormal
basis {x1,...,zy} of X with the property that
Dk = T3 pT}, (4.250)
for each k € {1,...,n}. Let

v = Vo (4.251)
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and define
e if gy #£0
up = § 1 (4.252)
z ifyp =0
for each k € {1,...,n}, where z € X is an arbitrarily chosen unit vector.
One has that
Ik ||? = (V/pTk, V/PTk) = T}pTE = DE, (4.253)

for each k € {1,...,n}, and therefore

n n n
Zpkukuz = Z YkYr = Z VPTETIA/ P = p. (4.254)
k=1 k=1 k=1

This proves the other required implication of the theorem. ]

4.4 Exercises

Exercise 4.1 Let X be a complex Euclidean space with dim(X) = 3 and
let ® € C(X) be a Schur channel. Prove that ® is a mixed-unitary channel.

Exercise 4.2 For every positive integer n > 2, define a unital channel
®,, € C(C") as
Tr(X)1,, — X7

On(X) = n—1

(4.255)

for every X € L(C"), where 1,, denotes the identity operator on C". Prove
that ®,, is not mixed unitary when n is odd.

A correct solution to this exercise generalizes Example 4.3, but a different
argument will be needed than the one in that example when n > 5.

Exercise 4.3 Let n be a positive integer, let X = C%», let
{Wap : a,be Zy} C UX) (4.256)

be the set of discrete Weyl operators acting on X, and let & € C(X) be a
channel. Prove that the following two statements are equivalent:

1. ® is both a Schur channel and a Weyl-covariant channel.
2. There exists a probability vector p € P(Z,,) such that

2(X) = Y pla)WouX W5, (4.257)

a€Ln

for all X € L(X).
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Exercise 4.4 Let X be a complex Euclidean space and let ® € T(X) be
a Hermitian-preserving map. Prove that the following two statements are
equivalent:

1. ® is positive, trace preserving, and unital.
2. ®(H) < H for every Hermitian operator H € Herm(X).

Exercise 4.5 Let X be a complex Euclidean space, let p € D(X) be a

density operator, let p = (p1,...,pm) be a probability vector, and assume
p1 > p2 > -+ > pm. Prove that there exist unit vectors uq,...,u,, € X
satisfying
m
=3 pruui (4.258)
k=1

if and only if
pr+- e < Ai(p) + o+ Ai(p) (4.259)

for all k satisfying 1 < k < rank(p).
A correct solution to this problem generalizes Theorem 4.34, as m need
not coincide with the dimension of X.

Exercise 4.6 Let X be a complex Euclidean space, let n = dim(&X’), and
let € C(X) be a unital channel. Following the conventions discussed in
Section 1.1.3 of Chapter 1, let s1(Y) > -+ > s,(Y) denote the singular
values of a given operator Y € L(X), ordered from largest to smallest,
and taking sp(Y) = 0 when k > rank(Y'). Prove that, for every operator
X € L(&), it holds that

S1X) 4 4 5m(X) > 51(B(X)) 4 4 5m(B(X)) (4.260)

for every m € {1,...,n}.

4.5 Bibliographic remarks

Unital channels are sometimes referred to as doubly stochastic maps in the
mathematics literature, although that term has also been used in reference
to positive (but not necessarily completely positive), trace-preserving, and
unital maps. The extreme points of sets of unital channels were studied
by Landau and Streater (1993); the facts represented by Theorem 4.21,
Example 4.3, and Theorem 4.23 appear in that paper. Related results for
positive, trace-preserving, and unital maps had previously been discovered
by Tregub (1986), who also gave a different example of a unital (Schur)
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channel that is not mixed unitary. Another class of examples of this type
appear in the work of Kiimmerer and Maassen (1987).

Mixed-unitary channels have often been called random unitary channels,
as in the case of Audenaert and Scheel (2008). The notion of environment-
assisted channel correction was suggested by Alber, Beth, Charnes, Delgado,
Grassl, and Mussinger (2001). Theorem 4.8, which characterizes mixed-
unitary channels based on this notion, follows from a slightly more general
result due to Gregoratti and Werner (2003). Corollary 4.11 is due to Buscemi
(2006), who proved it through the use of the characterization represented
by Theorem 4.8.

The discrete Weyl operators appear in Weyl’s work on group-theoretic
aspects of quantum mechanics. (See, for instance, Sections 14 and 15 in
Chapter IV of Weyl (1950).) The notion of covariance applies not only to
the discrete Weyl operators and quantum channels, but to other collections
of unitary operators and algebraic objects. There is some discussion of this
notion in Weyl (1950), and it was considered more explicitly for quantum
instruments by Davies (1970). Channel covariance with respect to the
discrete Weyl operators was considered by Holevo (1993, 1996), and the
facts represented by Theorem 4.14 may be derived from that work.

Schur (1911) proved that the positive semidefinite cone is closed under
entry-wise products—a fact now referred to as the Schur product theorem.
The entry-wise product of operators is called the Schur product, and Schur
maps are so named for this reason. The term Hadamard product is also used
sometimes to refer to the entry-wise product, and correspondingly Schur
maps are sometimes referred to as Hadamard maps. Schur maps are also
referred to as diagonal maps by some authors, as they correspond to maps
with diagonal Kraus operators (as is stated in Theorem 4.19).

Theorem 4.25 is due to Kribs (2003), whose proof made use of arguments
that can be found in the paper of Lindblad (1999). Fixed points of quantum
channels, unital channels, and other classes of completely positive maps
have also been studied by other researchers, including Bratteli, Jorgensen,
Kishimoto, and Werner (2000), Arias, Gheondea, and Gutter (2002), and
others. Theorem 4.27 is a special case of a theorem due to Perez-Garcia,
Wolf, Petz, and Ruskai (2006). (The theorem holds for a more general class
of norms, not just the spectral norm.)

The notion of majorization for real vectors was developed in the first half
of the twentieth century by mathematicians including Hardy, Littlewood,
Pélya, Schur, Radé, and Horn. Details on the history of majorization may
be found in Marshall, Olkin, and Arnold (2011). The extension of this
notion to Hermitian operators is due to Uhlmann (1971, 1972, 1973), as
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is Theorem 4.32. (See also the book of Alberti and Uhlmann (1982).) The
two implications of Theorem 4.33 were proved by Schur (1923) and Horn
(1954), respectively, and Theorem 4.34 is due to Nielsen (2000).



